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Homework #2




Assigned: Jan. 24/25



Due: Feb. 07/08 in recitation

1. Let A be the set of prime numbers, let B be the set of positive even integers, and let C be the set of positive multiples of 3. The universal set is the set of positive integers. Determine the following sets: list all of their elements if they have 10 or fewer elements; list their 10 smallest elements if they have more than 10.

a) A(C = {3}
b) (C(B) – A = {4, 6, 8, 9, 10, 12, 14, 15, 16, 18, …}
c) ((B(C) = {1, 2, 3, 4, 5, 7, 8, 9, 10, 11,  …}
d) (B – C)((C – B) = {2, 3, 4, 8, 9, 10, 14, 15, 16, 20, …}
e) A ( (B – C) = {2, 3, 4, 5, 7, 8, 10, 11, 13, 14, …} 
2. (p. 138, # 12). For U = Z+ let A ( U where 


A = {1, 2, 3, 4, 5, 7, 8, 10, 11, 14, 17, 18}.

a) How many subsets of A contain six elements?

This is the number of combinations of size 6 from 12, C (12, 6)=12!/(6!(6!)=924.

b) How many six-element subsets of A contain four even integers and two odd integers?

We can choose four even integers from 6 available  {2, 4, 8, 10, 14, 18} in C (6, 4)= 6!/(4!(2!)=15 different ways. Two odd integers can be picked from six available in A in C(6, 2)=15  different ways. By the product rule the number of six element subsets with four even and two odd is 15(15=225.

c) How many subsets of A contain only odd integers? 

That is the number of subsets of a six-element set   26=64. 

3. Let A and B be arbitrary sets. Prove that 

a) (A (B) = (A(B)if and only if A=B
Proof. We need to prove that two propositions are identical, i.e. 

(A (B) = (A(B) ( A=B. That is equivalent to prove two implications 

(A (B) = (A(B) ( A=B and A=B ( (A (B) = (A(B). 

Part 1. Assume (A (B) = (A(B) to prove that A=B. To prove A=B we can prove two subset relations, A(B and B (A. To prove A(B take arbitrary element x(A. Then by the Theorem 1 we can imply that x( A (B.  By assumption (A (B) = (A(B), x( A (B implies that x( A (B and by the Theorem 2 x(B. So, we proved that A(B. 

In the same way we can prove that if (A (B) = (A(B) then B (A. That is equivalent A=B. 

Part 2.  Assume A=B to prove (A (B) = (A(B). 

(A (B) =(A (A) 

(assumption)

  
      = A


(idempotent law)

            =(A(A)

(idempotent law)


   =(A(B)

(assumption).

b) A ( (B – A) = (
We must show that there does NOT exist and element x such that x( A ( (B – A).

If such an element exists, we know that x( A, by the definition of (. Now, we must show that in this situation, x( B – A. We know that for x( B – A, by defn, we must have x(B and x(A. But we know that this can not be true, since x( A. Thus, we can conclude that x( B – A. This proves that there does NOT exist an element in the set A ( (B – A). We can conclude that the set is the empty set.

c) A ( (B –A) = A (B
 A ( (B –A) 
= A ( (B ( (A)

(defn of –)



= (A ( B) ( (A ( (A)
(distributive)



= (A ( B) ( U

(inverse law)



= A ( B


(identity law)
4. 
4. (p. 150, #6). Prove each of the following results without using Venn diagrams or membership tables. (Assume a universe U).

a) If A ( B and C ( D, then A ( C ( B ( D and A ( C ( B ( D.

We are asked to show that  A ( C ( B ( D. Thus, for an arbitrary element x, we must show that if x ( A ( C, then x ( B ( D.

1) x ( A ( C

(Premise)

2) x ( A ( x ( C
(Defn ()

3) Case 1: x ( A. Then x ( B, because A ( B. Automatically, by the definition of (, we can deduce that x ( B ( D.

4) Case 2: x ( C. Then x ( D, because C ( D. Automatically, by the definition of (, we can deduce that x ( B ( D.

b) A ( B  iff A ((B=(.
      First we show that if A ( B, then A ((B=(.


We must show that the set A ((B contains no elements. Assume to the contrary, 


that there exists an element x such that x( A ((B. That would infer that x( A 


and x( (B, by the definition of (. By the definition of  complement we can


deduce that x(B. But this contradicts the assumption that A ( B, proving the


given statement.


Next, we must show that if ((A ( B), then ((A ((B=().


(Note: Remember to prove an iff, we can show both p(q and q(p,


OR, we can show both p(q and (p((q.)

Under our assumption, we have that there exists an element x such that x(A, but x(B. . (If this weren’t the case, A would be a subset of B.) By the defn of complement, we find that x((B. That means that x(A((B, proving the set to be non-empty as desired.
c) A ( B  iff (A(B=U.
Proof. We need to prove the biconditional statement, which is equivalent to two conditional statements:

1) If A( B then (A(B=U and 2) If (A(B=U then A( B.

1) Assume A( B to prove (A(B=U. Since any set is a subset of the universe U we need to prove only one subset relation, namely that U( (A(B, or any x from the universe either belongs to B or to (A. For any x there are two cases: it either belongs to set A or to set (A.   x(A implies x(B, since A( B by assumption. So, we come to conclusion, that any x((A(B. Together with (A(B( U it implies (A(B= U. 

2) Assume (A(B=U to prove that A( B. Take any x(A (1). Since any element from the universe either belongs to (A or to B, (1) implies that x(B. It means that A(  B.
(here ( denotes a set complement).
5. The symmetric difference of two sets is defined as A(B = (A – B)((B – A). Prove that A(B =A(B - A(B.

Proof. Using the given definition of symmetric difference we have:

A(B=(A(B)((B(A) 

      = {x| x((A(B) ( x((B(A)} by dfn of the set union 

      = {x| (x(A ( x(B) ( (x(B ( x(A)} by dfn of the set difference

      = {x| ((x(A ( x(B) ( x(B) ( ((x(A ( x(B) ( x(A))} by distributive property

      = {x| ((x(A ( x(B) ( (x(B ( x(B)) ( ((x(A ( x(A) and (x(B ( x(A))} 


by distributive property for logical or , and.

      = {x| ((x(A ( x(B) ( T) )) ( (T ( (x(B ( x(A))}, by logical identity (p or (p)( T.

      = {x| (x(A ( x(B) ( (x(B ( x(A) }, by logical identity p and T(p

      = {x| x(A(B ( ((x(B ( x(A)}, by dfn of a set union and Morgan's law

      = {x| x(A(B ( ((x(A(B)}, by dfn of intersection

     ={x| x(( A(B ( A(B)}, by dfn of set difference

    = A(B ( A(B
6. Let A and B be arbitrary sets. Prove or disprove the following proposition:


Power(A – B) = Power (A)- Power (B)

Here is a quick counter example. Let A = ( and B = (. For this example 

(( Power(A – B) but (( Power (A)- Power (B). In fact, for ALL sets A and B, the empty set will be an element of the RHS, but NOT the LHS.

7. (p. 151, # 14d). Use membership tables to establish the following 

([(A(B)(((A(C)]=(A ((B)(((A((C)

(here ( denotes a set complement ).

A
B
C
A(B
(A(C
A ((B
(A((C
LHS
RHS
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0
0
0
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1
1

0
0
1
0
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0
1
1
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1
1
0
1
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1
1
1
1
0
0
0
0
0

Since for each possible area than an element can lie, it is either in both the LHS and the RHS or in neither, we can conclude that the two sets are equal.



















