Test #2 Reference Sheet (Definitions and Theorems)

Part I. Counting Techniques:

1. The Sum Rule: Suppose there are two approaches to completing a task.  The first approach produces m results, and the second approach produces n results, where all these results are distinct from one another.  Thus, there are a total of m + n results for completing the task (based on the two approaches).

2. |A ( B| = |A| + |B| – |A ( B|, when A and B are finite sets.

3. The Product Rule: Suppose it takes two steps to complete a task.  There are m paths (methods, or ways) to complete the first step and, for each of these paths, there are n paths to complete the second step.  Thus, there are a total of mn paths to complete the two steps (in that order).
4. The Group Rule: Suppose a set containing n elements is divided into disjoint and equal-sized subsets (or groups), each containing m elements.  Thus, the number of groups equals n / m.
5. The Rules of Counting Arguments: 
(1) If there are two finite sets A and B, and there is a one-to-one correspondence between the elements of the two sets (i.e., it is possible to relate each element of set A to exactly one element of set B through a correspondence without missing any part of B), then |A| = |B|.

(2) If the same set is counted in two different ways resulting in the counts n and m, then n = m.

6. Permutation Formula: Suppose there are n distinct objects and out of which r objects are selected in order, where 1 ( r ( n and the ordering is significant.  The total count of distinct selections, known as the number of permutations of n objects selecting r at a time, is equal to 
P(n, r) = n(n – 1)(n – 2) … (n – r + 1).  In particular, when r = n, the count equals 

P(n, n) = n(n – 1)… (1) = n!, the n factorial.
7. Permutation with Duplicates: Suppose there are n objects divided into r types: n1 of them belong to type 1, n2 of them belong to type 2, …, nr of them belong to type r.  The total number of permutations of arranging these n objects (where the ordering is significant) but treating objects of the same type indistinguishable, is equal to n! / (n1! n2! … nr!).

8. Combination Formula: Suppose there are n distinct objects and we are selecting r objects at a time, where 1 ( r (  n and the order of the selections is insignificant.  The total number of such combinations (unordered selections) of n objects choosing r objects at a time, is given by the formula 
C(n, r) = P(n, r) / r! = n(n – 1)(n – 2) … (n – r + 1) / r! = n! / (r! (n – r)!). 
9. Combination with Duplicates: The number of combinations of choosing r things from a collection of n types of objects where each type contains at least r copies of the object (this process is known as combination with repetitions) is given by the formula C(r + n – 1, n –1) = C(r + n – 1, r).
10. Power Set: Suppose A is a set consisting of n (distinct) elements. The total number of subsets of A = 2n. That is, |Power(A)| = 2|n|.
11. Binomial Theorem: For any n ( 1,
(x + y)n = C(n, 0)xn + C(n, 1)xn – 1y + C(n, 2)xn – 2y2 + … +          C(n, n –1)xyn – 1 + C(n, n)yn.  

12. Properties of Binomial Coefficients:
(1) For any n (1, C(n, 0) + C(n, 1) + … + C(n, n) = 2n.

(2) For any n (r(0, C(n, r) = C(n, n – r).

(3) For any n (r(1, C(n, r) = C(n – 1 , r) + C(n – 1, r – 1).

Part II. The Induction Principles
:

13.
The Induction Principle:  Let A ( N denote a subset that satisfies the following two properties:

(1) 0 ( A; and


(2) if k ( A, then k + 1 ( A.

Then A = N.

14.
The Strong Induction Principle: Let A ( N denote a subset that satisfies the following two properties:

(1) 0 ( A; and


(2) if 0, 1, …, k ( A, then k + 1( A.

Then A = N.

15. The Well-Ordering Principle:  Let B ( N be a subset of natural numbers, and B ((Then B has a smallest element (that is, there is a number s ( B such that s ( b for every b ( B).


















