Methods to Prove Logical Implications

The standard form of an argument (or theorems) can be represented using the logical symbols we have learned so far:

(p1 (p2 ( p3 ( ... pn) (q

Essentially, to show that this statement is always true (a tautology), we must show that if all of p1 through pn are true, then q must be true as well.

Another way to look at this is that we must show that if q is ever false, then at least ONE of p1 through pn must be false as well. (This is the contrapositive of the original assertion.)

Let’s look at an example of how you might go about proving a statement in a general form, given some extra information.

Let p, q, are r be the following statements:

p: Rudy loses the immunity challenge.

q: Kelli lets go of the pole during the immunity challenge.

r: Rich will win Survivor.

Let the premises be the following:

p1 : If Kelli does not let go of the pole during the immunity challenge, then Rudy will lose the immunity challenge.

p2 : If Rudy loses the immunity challenge, then Rich will win Survivor.

p3 : Kelli did not let go of the pole during the immunity challenge.

Now, I want to show that

(p1  ( p2  ( p3) ( r

First, I must express p1, p2, and p3 in terms of p, q, and r.

p1 : (q ( p

p2 : p ( r

p3 : (q 
Thus, we are trying to show the following:

[([(q ( p) ( (p ( r) ( ((q)] ( r

We can prove that this is a tautology by using a truth table and verifying that this expression is true for all 8 possible sets of values for p, q and r.

Another way we can show this statement is to use the laws of logic to simplify the statement as follows:
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When p (q is a tautology, we say that the statement is a logical implication. This implication is equivalent to the following:

3) (q ( (p, which is the contrapositive as mentioned before. In certain situations, it will be easier to prove the contrapositive than the original statement.

Getting back to the example we just went over,  we have shown that any set of statements p1 , p2 , and p3 of the form above imply the statement r. 

Now, you might notice that proving the example above by either using the truth table method or using the laws of logic took a great deal of effort for a relatively intuitive result. (Just by hearing the premises, you probably already knew that statement r followed logically.)

If we examine a truth table, we will find that in most cases (most of the rows), at least one of the premises is false anyway. If this is the case, there is no need to even compute the value of the conclusion. So, we have an indication that we could trim some work. 

Also, it seems logical to have some rules of inference, rather than having to turn each inference into an equivalent logical expression without an inference. (What we will do is verify these rules with truth tables. Once they are proved, then we can use them on their own.)

I will derive about three of these rules, then show you the rest of them.

Rules of Inference

1) p

   This is the Rule of Detachment or Modus Ponens

4) p (q

---------

q

This can be proved by the truth table below. Very simply, given a premise and an implication using that premise, the conclusion of the implication must follow.
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This is the Law of Syllogism
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Consider the logical form of this law: 

10) [(p ( q) ( (q ( r)] ( (p ( r)

Essentially, this reduces to showing 

11) ([(p ( q) ( (q ( r)] ( (p ( r)
12) If p is false, we see the statement is true automatically. Thus we must only worry about the case where p is true. In this case, if r is true, we see we are fine as well. Thus, the final case to consider is if p is true and r is false. Regardless of q’s value at least one of (p (q) and (q ( r) must be false in this situation, making the entire assumption true.
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In logical form we have [(p ( q) ( (q] ( (p
Here is a truth table to verify this rule:
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The rest of the rules of implication are listed on page 79 of the book. You will get more practice using these in recitation.

Practice Problem :

Using the rules of inference, and given the following premises:

p ( (q ( r)

p ( s

t ( q

(s

Show that (r ( (t must be true.
