
COP 3530 – CS3
Fall 1999
Quiz # 2
Name:__Sample Quiz_________

15
1.
Consider the following trees being used to represent equivalence classes (partitions) over the set {1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16}.  Show the resulting combination of the first two trees if we do a union(2,3).  Now show the final tree the results after we do a union(6,16).  In each case, assume that the union starts with two finds, each of which uses path compression and that the unions use tree heights to minimize path lengths.
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Define the function lg* N (also called log2*(N)).

What is the value of lg* 216 ?

How does lg* N relate to the management of partition trees by the above algorithms?

10
2.
The following table shows algorithmic costs for naive approaches (ones not involving sorts or indices) to relational operations.  Fill in the columns associated with the use of indices.  You may assume constant time index lookup via a hash table.  Assume |R| = n, |S| = m, t = n+m, and |Result| = k
	
	Naive
	Indexed

	R  S
	nm
	

	R – S
	nm
	

	C (R)
	n
	

	(– (R)
	n^2
	

	R ( S
	nm
	


10
3.
An undirected graph can be checked to see if it’s connected by using a union/find algorithm, similar to Kruskal’s tree spanning algorithm (see #7), or by employing depth first search.  In words, describe how the depth first search algorithm solves this problem.  You may assume a graph G with N nodes and E edges.

What is the time complexity of the depth first search algorithm?

What is the time complexity of the union/find algorithm?

Which is preferable and why?

15
4.
Consider the following relations DIRECTORS, BORROWERS and LOCATIONS.  I have specified several tables, each unfilled and each labelled with a single operation that is used to define its tuples.  Fill in these tables.  I have allowed for at least as many entries (generally more) as are needed.

DIRECTORS

	NAME
	BANK

	Arco, M.
	CENTRUST

	Arco, M.
	SUN

	Garcia, R.
	BARNETT

	Jones, A.
	BARNETT

	Sim, R.
	BARNETT

	Smith, M.
	SUN

	Torey, P.
	CENTRUST



LOCATIONS

	BANK
	STATE

	BARNETT
	FL

	CENTRUST
	FL

	CENTRUST
	NC

	SUN
	FL

	SUN
	GA


BORROWERS

	NAME
	BANK

	Arco, M.
	SUN

	Garcia, R.
	BARNETT

	Jones, A.
	SUN

	Torey, P.
	CENTRUST

	Trent, C.
	CENTRUST



DIRECTORS  BORROWERS

	NAME
	BANK

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


DIRECTORS  BORROWERS

	NAME
	BANK

	
	

	
	

	
	

	
	

	
	

	
	

	
	


BANK=SUN (BORROWERS)

	NAME
	BANK

	
	

	
	

	
	

	
	

	
	


( STATE (LOCATIONS)

	STATE

	

	

	

	

	


DIRECTORS ( LOCATIONS  

	NAME
	BANK
	STATE

	
	
	

	
	
	

	
	
	


	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


10
5.
Assume we wish to issue the following query :

NAME (STATE=FL((DIRECTORS   BORROWERS) ( LOCATIONS)))

Present the tree associated with this query expression.

Now show how the following algebraic rules may be applied to optimize the query by pushing the projection and selection operators as low as possible.  Present the new expression and its corresponding tree
Selection Pushing below Joins
(C (R ( S))  (C (R) ( S) , provided all attributes of C are in R

(C (R ( S))  (R ( C (S)) , provided all attributes of C are in S

Projection Pushing below Unions
(L (R  S))  (L (R)  L (S))

Limited Projection Pushing below Joins
(L (R ( A=B S))  (L (M (R) ( A=B N (S))) , where

1) M consists of attributes of L from R followed by attribute A, if it is not in L,

2) N consists of attributes of L from S followed by attribute B, if it is not in L.

Projection Identity
L (R)  R , when L is all the attributes of R

10
6.
The two implementations of Dijkstra’s shortest paths algorithm have incomparable complexity, even though each is based on the same greedy approach involving selected and unselected nodes.


a.)
What is the greedy basis for selecting a next node in Dijkstra’s algorithm?

b.)
One implementation leads to a complexity of m lg n, where n is the number of nodes in the graph and m is the maximum of the number of nodes and edges.  What operation(s) lead to the lg n term?.

c.)
The other implementation leads to a complexity of n2, where n is the number of nodes in the graph.  Why does this approach use a linear list rather than some fancier one to support its selection of the best node?  Be explicit.


d.)
Under which circumstances is the n2 implementation preferable to the m lg n one?

10
7.
Consider the following implementation of Kruskal’s algorithm.

List kruskalMinSpan (int n, List edges) {

p = new Partition( n );

spanningEdges = new List();

sort(edges); // sorted low to high by cost

Iterator edgeIterator = edges.iterator();

while (edgeIterator.hasNext()) {

edge = (Edge) edgeIterator.next(); 

int p1 = p.find(edge.node1); int p2 = p.find(edge.node2);

if (p1 != p2) {

p.union(edge.node1, edge.node2);

spanningEdges.add(edge);

}

}

return spanningEdges;

}
What are the complexities of the bolded operations, assuming N nodes and E edges?

sort(edges)
p.find(edge.node1))
p.union(edge.node1, edge.node2)
spanningEdges.add(edge);
What is the overall complexity of this algorithm?


8.
Consider the simple scheduling problem where we have a set of independent tasks running on a fixed number of processors, and we wish to minimize the time at which the last task completes.

4

How would a list (first fit, no preemption) strategy schedule tasks with the following IDs and execution times onto four processors?  Answer by showing a Gantt chart for the resulting schedule (write the task ID into each time/processor slot used.)

(T1,7)
(T2,7)
(T3,3)
(T4,3)
(T5,2)
(T6,1)
(T7,4)
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Now show what would happen if the times were sorted from longest to shortest.
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