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Recommended Reading List

Chapter 1:  Introduction


Required
1.1
What is an Operating System


Required
1.2 
Main Frame Systems


Required 
1.3
Desktop Systems


Required 
1.4 
Multiprocessor Systems


Required
1.5
Distributed Systems


Optional
1.6
Clustered Systems


Required
1.7
Real Time Systems


Optional 
1.8
Handheld Systems


Required
1.9
Feature Migration


Required
1.10
Computing Environments


Required
1.11
Summary


Optional 
23.1
Historical Perspective, Early Systems

Chapter 2:  Computer System Structures


Required
2.1
Computer System Operation


Required
2.2
I/O Structure





(except 2.2.2 - DMA Structure)


Required
2.3
Storage Structure


Required
2.4
Storage Hierarchy 





(except 2.4.1 - Caching and 2.4.2 Coherency and Consistency)


Required
2.5
Hardware Protection


Optional
2.6
Network Structure


Required
2.7
Summary

Chapter 3:  Operating System Structures


Required
3.1
System Components


Required 
3.2
Operating System Services


Required
3.3
System Calls


Required
3.4
System Programs


Required
3.5
System Structure


Optional
3.6
Virtual Machines


Required
3.7
System Design and Implementation


Required
3.8
System Generation


Required
3.9
Summary

Chapter 4:  Processes


Required 
4.1
Process Concept


Required
4.2
Process Scheduling


Optional
4.3
Operations on Processes


Required
4.4
Cooperating Processes


Required
4.5
Interprocess Communication


Optional 
4.6
Communication in Client-Server Systems


Required
4.7
Summary

Chapter 5:  Threads


Required
5.1
Overview


Required
5.2
Multithreading Models


Optional

Rest of Chapter

Chapter 6:  CPU Scheduling


Required
6.1
Basic Concepts


Required
6.2
Scheduling Criteria


Required
6.3
Scheduling Algorithms


Required 
6.4
Multiple-Processor Scheduling


Required
6.5
Real-Time Scheduling


Required
6.6
Algorithm Evaluation


Optional 
6.7
Process Scheduling Models


Required
6.8
Summary

Chapter 7:  Process Synchronization


Required 
7.1
Background


Required
7.2
The Critical-Section Problem


Recommended
7.2.1
Two-Process Solutions


Optional
7.2.2
Multiple Process Solutions


Optional
7.3
Synchronization Hardware





NOTE: You will be responsible for material in the class slides however


Required
7.4
Semaphores


Optional 
7.5
Classic Problems of Synchronization


Optional
7.6
Critical Regions


Optional
7.7
Monitors


Optional 
7.8
OS Synchronization


Recommended
7.9
Atomic Transactions


Required
7.10
Summary

Chapter 8:  Deadlocks


Required
8.1
System Model


Required
8.2
Deadlock Characterization


Required
8.3
Methods for Handling Deadlock


Required
8.4
Deadlock Prevention


Required 
8.5
Deadlock Avoidance





(except 8.5.2 Resource-Allocation Graph Algorithm &





 8.5.3 Banker’s Algorithm)


Required 
8.6
Deadlock Detection





(except 8.6.2 Several Instances of a Resource)


Required
8.7
Recovery from Deadlock


Required
8.8
Summary

Chapter 9:  Memory Management


Required
9.1
Background





(except 9.1.4 Dynamic Linking and Shared Libraries)


Required
9.2
Swapping


Required
9.3
Contiguous Memory Allocation

***
Required
9.4
Paging





(except 9.4.4.2 – Hashed Page Tables & 9.4.4.3 Inverted Page Tables)


Recommended
9.5
Segmentation


Optional
9.6
Segmentation with Paging


Required
9.7
Summary


*** Paging will not be included in Second Midterm.  Save for Final Exam.

Chapter 10:  Virtual Memory


Required
10.1
Background


Required
10.2
Demand Paging


Optional
10.3
Process Creation


Required
10.4
Page Replacement





(except
10.4.5 – LRU Approximation Page Replacement, 






10.4.6 – Counting-Based Page Replacement, and 






10.4.7 – Page Buffering Algorithm)


Required
10.5
Allocation of Frames


Required
10.6
Thrashing


Optional
10.7
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Required
10.8
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(except 10.8.4 – Inverted Page Tables)


Required
10.9
Summary

