Memory Technologies

In digital computers, it is helpful to store a state electrically.  There are basically two different ways to do this; (1) determining if an electrical charge is present or not, and (2) determining whether or not a current will flow.   Both of these basic techniques are used in the technologies employed for main memory.  The analog of electricity, magnetism, can also be manipulated by electrical circuits.  The term "core memory" refers to a magnetic memory technology used in early mainframe computers.  In modern computers, magnetic memory is utilized primarily in secondary memory.  The reason for this is simple.  Magnetism is one step removed from electricity.  Storage devices must convert electricity to magnetism in order to store bits and magnetic fields to electrical pulses in order to read them.  This conversion process takes time and energy which is not a problem for secondary memory but renders it far too slow for use as a main memory technology.  Electronic memory provides main memory with the one characteristic it needs the most, speed.  In the next few pages we will examine various types of electronic memory which provide random access to information contained in the memory.  

Registers

Registers are at the top of the memory hierarchy.  Registers are typically divided into two basic groups: (1) special purpose registers, and (2) general registers.  Special purpose registers are those such as the PS (program status) register, MAR (memory buffer register), MAR (memory address register) and so on.  Some of the special purpose registers are not available for use (even for reading) by application programs.  General purpose registers are basically the CPUs “scratchpad” used for holding data and the results of operations performed on that data.  Most general purpose machines have relatively few general purpose registers, typically numbering between 20 and 30.  Stack and vector based machines will typically have many more as will some of the newer architectures such as the IA-64 (which will have 64 general purpose registers).  Typically, registers have the same width as the word size of the machine.  The overriding performance parameter for register memory is speed.  Registers are typically implemented using D flip-flops (see the digital logic section page 22 for more on the D flip-flop) or sophisticated variations on the theme.  [Recall that flip-flops differ from latches in that the flip-flop is edge-triggered while the latch is level-triggered – this means that as far as the flip-flop is concerned the length of the clock cycle is unimportant as long as the transition from logic 0 to logic 1 (the rising edge) or from logic 1 to logic 0 (the falling edge) is fast.]  Since a D flip-flop is a 1-bit memory, the flip-flops are ganged together typically in what are called Octal D flip-flops which contain 8 (hence octal) D flip-flops which provides an 8-bit memory (1 byte), combining two octal D flip-flops provides a 16-bit memory (2 bytes), combining four octal D flip-flops provides a 32-bit (4 bytes) memory, and so on.

Main Memory

Although the cache memory logically follows the register level in the memory hierarchy, we will delay examining the cache memory until we have dealt with the main memory and the technologies employed therein.

Dynamic Memory or Dynamic RAM (DRAM)
The most common form of electronic memory inside today's PCs uses a technology which uses minute electrical charges to remember memory states.  These charges are stored in small capacitors.  A typical capacitor consists of two metal plates separated by a small distance that is filled with an electrical insulator.  A positive charge can be applied to one plate, and since opposite charges attract, it draws a negative charge to the other plate.  The insulator separating the two plates prevents the charges from interacting and neutralizing each other.  The capacitor can function as a memory device because the processor can control whether the charge is applied to or removed from one of the capacitor's plates.  The charge on the plate is capable of storing a single bit of information.  Thus a "charged" capacitor is in effect a "1" bit while an uncharged capacitor represents a "0" bit.

If the world were a perfect place, the charges on the two plates of a capacitor would forever remain in place.  However, in our imperfect world there is no perfect insulator and eventually charge can leak through any material.  A perfect capacitor would be like a glass of water, in that whatever water you put inside the glass remains there until you remove it.  A capacitor, however, is like the glass but one with a small hole in it instead.

Fortunately capacitors can hold their charge (remember their state) long enough to be useful in computer memories.  Holding charge for a few or a few dozen milliseconds is sufficient to make the memory very reliable.  Those few milliseconds are long enough to allow practically designable circuits to periodically recharge the capacitors and thus refresh the memory.  For example, some Motorola 1 MB SIMMs require memory refresh every 8 msec while some 8 MB SIMMs require refresh only every 32 msec.  Refreshing the memory is analogous to adding water to the leaking glasses.  The refresh must be done before the water runs out and you lose the ability to remember which glasses contained water and which did not.  Memory refresh is done automatically, however, during the refresh period the memory is not available for normal operation.  Note however, that accessing the memory during normal operation also acts as a refresh.  Depending upon how the memory chip is designed, accessing a single cell may refresh either all cells along the same data line or all cells along the same address line. 

Speed of memory access is a crucial element in determining the overall speed of a computer system.  The obvious way to make memory faster is to make the memory chips themselves faster.  Careful chip designs which minimize internal delays and which utilize the latest fabrication technologies can squeeze more speed from a given memory chip.  The fastest standard DRAM chip which is commercially available allow access as fast as 45 to 50 nanoseconds.  By altering the underlying designs of memory chips, far greater speed improvements can be realized.   As a result of varying design strategies, several different memory chip technologies which have been applied to RAM chips.  In order to understand how these various design strategies work, we need to first examine how the basic RAM chips are organized internally and how access to a given memory cell is accomplished.

Memory can be visualized using the spreadsheet as a metaphor.  Each cell in a spreadsheet is uniquely identified by its position, expressed as the horizontal row and vertical column of the matrix in which it appears.  To read or write a specific memory cell, you send the chip the row and column address, and the chip sends out the data (see the box above for reading and writing dynamic memory).  In actual operation, memory chips are a bit more complex.  To keep the number of connections to the chip small (to reduce cost), the addressing lines are usually multiplexed, i.e., the same set of address lines serve for sending both the row and the column addresses to the chip (see earlier section on memory organization).  To distinguish between the two, chips use two signals.  The RAS (Row Address Strobe) signal indicates that the address on the address line represents a row, and the CAS (Column Address Strobe) signal indicates that address on the address line represents a column.  [Note: these signals are usually shown with a horizontal bar over them which indicate that they are inverse signals (logical complements), meaning that they indicated "on" when they are in fact "off" and vice versa.]  Multiplexing allows 12 address lines plus the RAS and CAS signals to encode every possible memory cell address in a 4 MB chip.  

Even though electricity travels at close to the speed of light (within the chip traces), the signal lines cannot change state instantly.  Changing all the circuits in a chip from row to column addressing takes a substantial amount of time, at least as far as a 400+ MHz processor is concerned.  This delay coupled with the need for refreshing the memory, represents the primary limits on the performance of conventional memory chips.  We will now look at several different designs that have been employed to enhance the speed of RAM chips.

Static Column RAM
The first type of speed up strategy employed in PC-based RAM chips was static column RAM.  Redesigned circuitry allowed these chips to read from within a single memory column without wait states.  Microprocessors as early as the 80286 began to process data faster than memory could keep up with the processor.  The processor would request data but the memory would be unable to respond.  Engineers of the time began to add wait states to compensate for this problem.  A wait state causes the microprocessor to suspends whatever it is working on for some specified number of clock cycles to give the memory circuits a chance to catch up.  The number of wait states required in a system depends on the speed of the processor in relation to the memory speed.  These chips operate by putting an address on the chip's address lines and then sending the CAS signal.  Once the column was registered, you could then send a new set of addresses to the chip and indicate the valid row by activating the RAS all the while holding the CAS signal on to indicate the column remained fixed.


Page-Mode RAM
One of today's most popular forms of RAM uses a variant of the column-addressing strategy.  The memory controller first sends out a row address and then activates the RAS signal.  While holding the RAS signal active - it then send out a new address and the CAS signal to indicate a specific cell.  If the RAS is kept active, the controller can then send out one or more additional new addresses, each followed by a pulse of the CAS signal to indicated additional cells in the same row.  Typical memory organization treats a "row" of memory as a page.  The types of memory which allow this type of access are called page-mode RAM.  The primary benefit of this type of design is that it allows for rapid access to multiple cells in a single page of memory.  Typically, this will reduce by 25-30 nanoseconds the time required for memory access within the same page.  This reduction in access time will eliminate the need for many wait states.  Note, however, that a change of page requires a reset on both the row and column addresses and thus each page change incurs the speed penalty.

Extended Data Out Memory (EDO RAM)
Extended  Data Out RAM is the most popular form of memory technology for PCs which use a front side bus running at 66 MHz.  EDO RAM delivers sufficient speed that secondary caches are commonly eliminated on lower end machines which utilize this memory technology.  EDO RAM however, performs at even higher perceived speeds if a cache is used.  EDO RAM does not represent a radical new design for memory but rather a variation on the page-mode RAM.  Where conventional memory discharges after each read of the memory and requires recharging time prior to the next read operation, EDO RAM keeps its data valid until an additional signal is received.  The data line remains valid for a short period of time after the CAS line switches off (by going high - remember it uses complementary logic).  As a result the system does not need to wait for a separate read cycle but can read (or write) data as fast as the chip will allow address access.  In most RAM chips a 10 nanosecond wait period is normally required between issuing the column addresses.  The EDO RAM eliminates this wait and allows the memory to deliver data at much higher rates.  Standard page-mode RAM chips will typically turn off the data lines simultaneously with the CAS line going off.  In order for EDO RAM to work properly the microprocessor must indicate when it has finished reading the data.  In the EDO RAM design,  the memory controller signals with an Output Enable signal (OE).  Theoretically, EDO RAM should be able to achieve a memory speed-up of 50-60% when compared to conventional RAM chips and memory cache systems.  In reality, at present, a speed-up of 10-20% has been realized.

The primary application of EDO RAM was to replace fast page-mode DRAM as performance demands of PCs increased.  With the advent of 100 MHz front side buses, EDO technology was simply outpaced.  However, manufacturers built millions of PCs with EDO technology, and many remain on the market.  Since EDO RAM technology requires a completely different memory management system than standard RAM chips, you cannot simply plug in EDO chips where standard RAM chips where originally placed inside the PC.  The EDO chips and standard SIMMs look identical, except for identification numbers, however EDO chips will function either as standard RAM chips without changes to the BIOS, or they will not work at all.  Any system which was designed for fast page mode RAM chips will accept EDO chips instead, but will gain no performance advantage from using them.

Burst EDO DRAM (BEDO RAM)
In order to gain even greater speed from EDO technology, Micron Technology added circuitry to the memory chip which allowed it to match the burst mode used by all Intel microprocessors since the 80486.  These new chips are called, Burst EDO DRAM (BEDO DRAM or BEDO RAM) and they perform all read and write operations in 4-cycle bursts.  This same technology has the more generic name pipeline nibble mode DRAM because it uses a data pipeline to retrieve and send out the data in a burst.  These chips function like ordinary EDO DRAM or page-mode DRAM in that they send out data whenever the CAS line goes active.  However, instead of sending out a single nibble or byte of data (depending upon the width of the chip), a two-bit counter pulses the chip internally four times (00, 01, 10, 11) with each pulse sending out one byte or one nibble.  BEDO RAM is easy to fabricate as there is no difference in the mask.  The BEDO chip simply contains a fuse which allows access to the controller circuit (containing the pulse module).  Blowing this fuse causes the BEDO chip to function exactly like an EDO RAM chip.  As with EDO chips BEDO chips are given nanosecond ratings, but the BEDO chip with a given rating can operate with zero wait states in buses which operate at about twice the speed as similarly rated page-mode chips.  Current BEDO technology allows these chips to operate at a true 66 MHz bus speed with zero wait states using chips rated at 52 nanoseconds.  The same rating in a page-mode chip could operate with zero wait states with a bus speed of only 33 MHz. The BEDO technology has the potential for even higher zero wait state speeds.

Synchronous DRAM (SDRAM)
Due to the multiplexed operation of standard RAM chips they cannot operate in lock-step with their host processor.  Normal addressing requires alternating cycles (request/receive).  With an internal redesign of the chip interface it is possible to allow the chip to make data available at every clock cycle.  Since the resulting memory chip operates in sync with the host microprocessor, these memory chips are called synchronous DRAM (SDRAM).   Although altering the interface may remove system bottlenecks, it does nothing to improve the actual speed of the memory chip.  To help SDRAM chips keep up with the quicker interface, they also use a pipelined design.  As with pipelined processors, SDRAM chips are built with multiple, independently operating stages, so that the chip can start to access a second address before it finished processing the first.  This pipelining extends only across column addresses within a given page.

SDRAM chips are rated at very high speeds.  The combination of the fast interface and the internal pipelining allow SDRAM chips to operate at speeds as fast as 10 nanoseconds.  This allows them to serve 100 MHz front side buses.  Most current chips, however, have other timing constraints, so today's 100 MHz front side bus machines typically use memory with even faster ratings.  Despite this high speed rating, SDRAM is unlikely to achieve any further speed-up beyond the 100 MHz rating.  This is because standard SIMM sockets become unreliable at higher frequencies.  This is the primary reason that Intel at one point opted to use the entirely new interface used by Rambus for its 133 MHz front side bus design, they have since back away from this for a variety of reasons, most of which are not performance related.  One of the primary disadvantages of a memory chip which does not multiplex its address lines is that it will need more pins and thus require a larger package than its multiplexed counterpart.  By itself this constraint requires a redesign of the host system, plus the faster, information-every-cycle operation requires special support.  Even so, many manufacturers have added SDRAM support to their machines.

Enhanced DRAM (EDRAM)
Enhanced DRAM (EDRAM) makes ordinary DRAM perform much faster by adding a small block of static cache memory to each chip.  The cache operates at high speed (typically a 15 nanosecond cycle time) and can supply the processor with data while the remainder of the DRAM chip is being refreshed.  The cache layout in EDRAM uses a direct-mapped design.  EDRAM was originally developed by Ramtron.  Ramtron cites three primary advantages of EDRAM.  

(1) Linking the SDRAM cache with the DRAM on the same chip allows the use of a wide bus to connect the two.  The Ramtron design uses a 16,384 bit wide bus link between the cache and the RAM.  Filling the on-board cache requires about 35 nanoseconds which is about seven times faster than filling an equivalent non-integral cache (which takes about 250 nanoseconds).

(2) The Ramtron design allows the DRAM to be precharged at the same time the system makes a burst read from the cache.  This precharging allows the DRAM to be ready for cache misses which in turn minimizes the overall memory access time.  Conventional DRAM chips must perform both the precharge and an ordinary memory access whenever a cache miss occurs.

(3) The Ramtron on board cache uses a write-through design and direct writes to the main part of the chip can be made with zero wait states.  

Cached DRAM (CDRAM)
Cached DRAM  (CDRAM) pioneered by Mitsubishi Corp also uses an on-board cache memory.  Cached DRAM differs from EDRAM in that the cache memory uses a set-associative design.  Also the initial chips offered by Mitsubishi are 4 MB chips on which 2 KB is devoted to the cache (the Ramtron design includes only 256 bytes of cache).  CDRAM uses two nibble-wide 16 word buffers between the cache and the external circuitry.  This buffer cuts the penalty of a cache miss to a single line.  Unlike EDRAM, CDRAM chips provide their main DRAM and cache with independent address ports which enables them to operate independently as well as integrated.  CDRAM is fast enough to deliver a 16-nibble burst at 100 MHz.  The two buffers can also operate independently in order to alternate output and provide a continuous stream of data.  CDRAM can operate in synchronous mode at 100 MHz with zero wait states.

RAMBUS DRAM
A major improvement in memory speed can be obtained through revising the interface between the memory chips and the rest of the system.  Leading the way in this area of memory speed up is the Rambus design (developed by the Rambus Corp.).  Intel adopted this design for all of their latest and fastest system designs including the now defunct Timmna and the soon to be released Itanium (IA-64).  An earlier version of Rambus technology is used in the Nintendo-64 game system.

The Rambus design uses a 2048 byte static RAM cache which is linked to the dynamic portion of the chip via a very wide bus which allows for an entire page of memory to be transferred into the cache in a single cycle.  The cache is fast enough to supply data at the rate of 15 nanoseconds during cache hits.  When the cache misses, the chip retrieves the requested data from the dynamic portion of the RAM and, at the same time, transfers that page into the cache.  Since subsequent memory references will likely be to the same page (recall locality of reference issues) and thus the request can be handled by the cache.  This allows the dynamic portion of the RAM to be refreshed without stealing system time or imposing wait states on the processor.

Rambus memory does not link to the host system like standard memory.  Instead, a special high-speed bus (hence the name) between the memory controller and the Rambus chips which is a single byte wide.  Compensating for its narrow width is its very high speed of 250 MHz.  The overall system design actually allows two bytes to move each clock cycle (one on the leading edge of a clock cycle and the other on the trailing edge of the clock cycle).  This actually gives a speed of 500 MHz for the Rambus memory.  The Rambus speed is isolated from the microprocessor and remains constant regardless of the microprocessor speed.  Its speed of 500 MB/sec approaches all but the fastest of today's processor speeds and exceeds the bandwidth of most conventional memory systems.

Rambus memory is divided into three types:  Base Rambus, Concurrent Rambus, and Direct Rambus.  Base Rambus operates at 600 MHz (bandwidth of 600 MB/sec), Concurrent Rambus operates at 700 MHz (bandwidth of 700 MB/sec), and Direct Rambus operates at 800 MHz (data bus is 2-bytes wide with a bandwidth of 1.6 GB/sec).  Direct Rambus is the memory system of choice for PC systems.  Practical Rambus memory uses a special module called a RIMM (Rambus Inline Memory Module) which uses a narrow 16-bit interface (we'll discuss this later when we examine the packaging of the memory chips).  Rambus acts like a small network, sending data in packets that can be up to 256 bytes long.  The system has its own control language to manage the memory.  Overhead from this system drains about 10% of the bandwidth from the peak transfer rate of the system.  

Multibank DRAM (MDRAM)
Instead of an overall block of cells, each of which can be addressed through its own row and column number, Multibank DRAM splits the memory of each chip into a number of separate banks.  In the initial 4 Mbit MDRAM design, each of 16 banks contains 256 Kbits.  The banks are connected together through a central data bus that accesses each bank individually.  This design allows one bank to send or receive a burst of data and then, in a single clock cycle, switch to another bank for another burst.  Since each bank has its own 32-bit interface (which works like that of an SDRAM chip) the MDRAM chip is quick.  MoSys Incorporated (the company who designed the memory) claims peak transfer rates of 1 GB/sec.

Video RAM (Video Memory or VRAM)
Memory access delays are particularly prone to appear in video systems where the user can actually "see" the delays.  Memory is used in video systems as a frame buffer in which the on screen image is stored in digital form with a memory unit (typically a bit or a byte) assigned to each element of the picture (a pixel).  The entire contents of the frame buffer are read anywhere from 44 to 75 times a second as the stored image is displayed on the monitor.  All the while, a processor may be attempting to write new picture information into the buffer to appear on the screen.  With normal DRAM, read and write operations cannot occur simultaneously.  One has to wait for the other to occur.  This waiting negatively affects video performance (and your patience). This wait can be avoided using special memory chips which utilize two paths for each memory location.  With two access paths into each memory cell the system can simultaneously write bytes into the memory while reading bytes out of the memory.  Strictly speaking, memory of this type can assume two slightly different forms.  True dual-ported memory allows simultaneous reading and writing of a single memory cell; video memory chips (VRAM) gives one access port full read and write random access while the other port only allows sequential reading (this corresponds to the need to constantly scan the video image in memory).

The primary disadvantage of VRAM is that it is more expensive than standard RAM.  VRAM requires about 20% more silicon than standard RAM chips.  However, its speed more than offsets its cost, since VRAM can speed up video systems by as much as 40%.

Windows RAM
The latest design variation on dual-ported VRAM is Windows RAM (WRAM) developed by Samsung.  This type of memory is specifically designed to accommodate GUIs like Windows.  The basic WRAM chip holds 8 Mbits arranged as 32 bit-planes, each of which is a 512x512 matrix of cells.  Four chips supply the necessary memory for a display system using 1,024 x 768 resolution on a 1,024 x 1,024 display with a bit depth of 32 bits.  This is sufficient for TrueColor 24 bit-operation with an extra 8-bit alpha channel.

Internally, a 256-bit data bus links each bit-plane to the chip's internal control logic, which multiplexes the data down to a 32-bit data width that is compatible with today's PC circuitry (but not for long).  To provide a smooth stream of data suitable for feeding a video scan, the chip incorporates two serial data registers in its output.  The chip fills one register as the other one sends out data, switching between them once the sending register empties.  The chip also contains four 32-bit registers, two for storing the foreground and background colors and two more for control and masking.  With transfer rates peaking in the neighborhood of 640 MB/sec, WRAM can speed up video memory systems by as much as 50% compared to VRAM.  WRAM also uses a smaller amount of silicon than does VRAM and Samsung predicts that it will eventually cost 20% less than VRAM.

Static Memory or Static RAM (SRAM)
Dynamic memory attempts to "trap" electricity and hold it in place (in the capacitor).  Static memory allows the electrical current to flow but alters the path it takes into one of two possible directions to mark the "state" being stored into the memory.  Static memory operates like a switch that either allows the current to flow or stops it from flowing.  While a simple switch is like static memory (the switch remembers which state it is in, either open or closed), it requires manual (or robotic) intervention to toggle the switch from one state to another.  A switch that can be controlled by electricity is called a relay, and this type of technology was one of the first ever used for computer memories.  A typical relay circuit acts as a latch or flip-flop (recall the technical difference between the two).  Application of voltage to the relay energizes it, causing it to snap (from not permitting electricity to flow to permitting it to flow).  [Recall that an open switch is in the "off" position and no current will flow through the open switch.  A closed switch is in the "on" position and current will flow through the closed switch.  Thus, when you turn on the lights in your home, you close the switch and when you turn off the lights, you open the switch.]  Part of the electrical flow can be used to keep the relay itself energized, which in turn causes the electricity to continue to flow through the latch.  This type of relay circuit stays locked until some force or signal causes it to change - thus opening the circuit.  Transistors which can behave as switches, can also be made to behave like latches.  Without the presence of the external force the latch will remain in the same state forever.

Static memory does not require periodic refreshing like dynamic memory.  It does however, still require a constant flow of electricity in order to keep the latch latched, otherwise the latch will relax and the circuit will forget the state that it was in previously.  Even with the use of hybrid arrangements, a typical flip-flop requires a minimum of six transistors per bit of memory.  Thus SRAM is not suitable to very dense memory arrangements.  Typical DRAM requires only a single transistor and a single capacitor and thus can be packed much more tightly, leading to very dense memory arrangements.

Since SRAM does not require the periodic refresh that DRAM requires, it is typically a faster memory than is DRAM.  While a typical DRAM will require 20-40 nsec access time, fast SRAM will require only 3-5 nsec access time. SRAM is also, however, more expensive.  Since it is both faster and more expensive than DRAM it is most often reserved for the speed critical portions of a computer – typically the level 2 cache memories.

ROM (Read Only Memory)
Not all memory has the capability of being changed.  Some memories are permanent.  A permanent memory is one in which the switches don't switch, or more accurately, switch once and then jam.  This type of memory is so important to computers that an entire family of  read-only memory  or ROM chips has been developed to implement it.  The computer in which a ROM chip is installed can only read information from this memory and cannot write new information to the chip in any fashion.  Note that ROM is also a random access memory just as is RAM.

Mask ROM
In a mask ROM chip the information in the memory is built into the chip at the time the chip is manufactured.  The mask is a master pattern which is used to draw the various circuit elements on the chip during fabrication.  When the circuit elements of the chip are grown on the silicon substrate, the pattern includes the information that will be read in the final device.  Other than permanent destruction of the device - its memory will remain forever embedded in the chip.  Mask ROMs are not commonly used in PCs since the programming of the memory is required during fabrication and changes are not easily made and the quantities required to make mask ROM chips economically feasible are very large.

PROM (Programmable ROM)
A PROM, an acronym for Programmable Read-Only Memory,  falls into the general category of  WORMs (acronym for Write-Once Read Many).  This type of memory can be viewed as an array of elements that each work like a fuse.  Too much current flowing through a fuse causes the fuse element to overheat, melt and interrupt the flow of electricity and thereby protect equipment and wiring from overloads of excessive current.  The PROM chip uses the fuse elements as the memory elements.  Normally, the fuses in a PROM chip conduct electricity as you would expect.  Just like all fuses though, the ones in the PROM can be blown to stop the flow of electric current.  All that is required to do this is to provide a sufficiently large current to blow the fuses.  This is handled by a special device called a PROM burner (or PROM programmer).  PROM chips are manufactured with all of their fuses intact and capable of passing electric current.  The PROM is then customized for given applications using the PROM burner to blow the fuses one-by-one according to the needs of the software which will be encoded in the chip.  This process is referred to as burning the PROM.  Once a PROM chip is burned, the effects of the burning are permanent and cannot be undone.  The program or data inside the PROM cannot be updated.

EPROM (Erasable Programmable ROM)
Unlike a PROM chip, the effects of  "writing" to an EPROM chip can be undone.  EPROMs contain a sort of self-healing semiconductor which allows for erasing data and writing new values into the chip.   EPROMs are easy to spot because they have a clear window in the center of the top of the chip.  Usually this window is covered with a label of some sort, and for a very good reason.  EPROM chips are erased by focusing high-intensity ultraviolet light through the window.  If stray ultraviolet radiation were to leak through the window, the chip could inadvertently be erased.  Normal room light will probably not cause this to happen but bright sunshine certainly would have this effect.  Due to their versatility, permanence, and easy reprogrammability, EPROMS occur frequently inside the modern PC.  The entire contents of an EPROM chip is erased through exposure to ultraviolet radiation.

EEPROM (Electrically Erasable Programmable ROM)
This type of chip is normally called "double-E PROM".  Instead of requiring a strong source of ultraviolet radiation for erasing its memory, an EEPROM requires only a higher than normal voltage (and current) to erase its contents.  This electrical erasability provides the EEPROM with an important benefit when compared to the EPROM: EEPROMs do not need to be removed from their sockets in the computer in order to be reprogrammed.  EEPROMs provide computer systems and their peripherals a means of storing information without the need for a constant supply of electricity.  While the entire contents of an EPROM chip are erased at one time, the EEPROM can be manipulated at the byte level.  This means that individual bytes of data are independently erasable and writable.  EEPROMs have become the common memory chip for storing setup parameters for printers and other peripherals.  EEPROMs allow you to change individual settings yet still be assured that the values you set will survive switching the power off.

There is however, a disadvantage to EEPROMs: they can only be erased a finite number of times.  Although most EEPROMs will withstand tens or hundreds of thousands of erase-write cycles, that certainly is not suitable for general storage within the PC where an individual memory cell may be changed a few thousand times each second that you use your machine.

Flash Memory (Flash ROM or Flash RAM)

Flash memory is essentially the same technology as EEPROM except for the fact that the voltage (and current) required to erase and reprogram the memory is at levels which are normally found inside the PC.  Normal read and write operations use the standard five-volt power used by most PC logic circuits (3 volt flash ROM is not yet available).  An erase operation requires a super-voltage of 12 volts which is in excess of the normal operating supply for computer circuits.  The first generation of flash ROM made the entire memory chip a single block which required the entire chip be erased in order to reprogram it.  This style of flash ROM is nowadays typically called bulk-erase flash ROM.  Newer flash ROMs have multiple, independently erasable blocks which range in size from 4 KB to 128 KB.  

New flash ROMs are available in two different styles.  Sectored-erase flash ROM is simply divided into multiple sectors.  Boot block flash ROM has one or more blocks which are specially protected from the normal erase operations.  These special boot blocks typically contain firmware that defines the operation of the memory.  Altering the boot block typically requires applying the super-voltage to the reset pin of the chip at the same time as performing an ordinary write to the boot block.

Although current flash ROM can be erased only in blocks, virtually all support random reading and writing.  Once a block is erased, it will contain no information.  Each cell in the erased block will contain a "0" value.  The blank cells can be read (a "0" value is read) and standard write operations will allow the cell to be changed to a "1" but cannot change them back to a "0" again without first erasing the block.  Thus, once a cell has been given a logical value of "1", it will retain that value, even if the power to the flash ROM is interrupted, until the block containing that cell is erased once again.

Flash memory is an evolving technology.  The first generation flash ROMs required that the PC (the processor) or the device using the flash ROM handle all of the erase and write operations.  The current generation chips all have their own on-board logic which handles the timing of the pulses used to erase and write to the chip, ensure that the proper voltages reach the memory cells, and verify that each write operation was completed successfully.  For most effective operation of flash memory, either special operating systems or modified versions of current operating systems are required which will minimize the number of erase/reprogram cycles that the chip must endure in order to extend its lifetime.

Writing data to dynamic memory


Software, in combination with the OS, sends an electrical signal (a burst) along an address line, which is a microscopic strand of electrically conductive material etched into the chip (a trace).  Each address line identifies a location in the chip where data can be stored.  Which address line is activated ("goes high") identifies which location among the many in the memory chip where the data will be stored.


The electrical pulse turns on (closes) a transistor that is connected to a data line at each memory location in the chip where data can be stored.  Recall that the transistor is simply a microscopic switch.


While the transistors are turned on, the software sends a burst of electricity along selected data lines.  Each burst represents a "1" bit.  


When the electrical pulse reaches an address line where a transistor has been turned on, the pulse flows through the closed transistor and charges a capacitor.  This process is repeated almost continually to refresh the capacitor's charge which otherwise would leak away.  


After the writing process each charged capacitor along the corresponding address line represents a "1" bit in the memory and the uncharged capacitors correspond to "0" bits.





Reading data from dynamic memory


When software wants to read data stored in the RAM, an electrical signal is sent along the address line corresponding to the address at which the desired data is located. This electrical pulse has the effect of closing the transistors connected to that address line.


When the transistors are closed along a given address line, each capacitor which holds a charge (a "1" bit) will discharge through the circuit created by the closed transistors which will in turn send electrical signals along the corresponding data lines.


The software recognizes which data lines the electrical pulses come from and interprets each pulse as a "1" bit and any data line for which no electrical pulse is detected is assumed to be a "0" bit.  The combination of the 1s and 0s taken from eight data lines forms a byte of data.








Microprocessor Speed And Memory Speed





Microprocessor speeds these days are almost always expressed as a frequency in megahertz (millions of cycles per second) or gigahertz (billions of cycles per second).  Memory chips are typically rated by access time which is expressed in nanoseconds or billionths of a second (10-9  seconds).  The two numbers are reciprocals.  At a speed of 1 MHz, one clock cycle is 1000 nanoseconds long;  at 8 MHz (the speed of the ISA bus), one clock cycle is 125 nanoseconds long;  at 33 MHz (the speed of the PCI bus), one clock cycle is 33 nanoseconds long;  at 66 MHz (common front side bus speed), one clock cycle is 17 nanoseconds long; and at 100 MHz (newer front side bus speeds), one clock cycle is 10 nanoseconds long.  A 1 GHz processor has a clock cycle of 1 nanosecond!








21
CGS 3269 – Memory -16

