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Abstract. This paper presents a unified approach to crowd segmenta-
tion. A global solution is generated using an Expectation Maximization
framework. Initially, a head and shoulder detector is used to nominate
an exhaustive set of person locations and these form the person hypothe-
ses. The image is then partitioned into a grid of small patches which are
each assigned to one of the person hypotheses. A key idea of this paper
is that while whole body monolithic person detectors can fail due to oc-
clusion, a partial response to such a detector can be used to evaluate the
likelihood of a single patch being assigned to a hypothesis. This captures
local appearance information without having to learn specific appearance
models. The likelihood of a pair of patches being assigned to a person
hypothesis is evaluated based on low level image features such as uni-
form motion fields and color constancy. During the E-step, the single and
pairwise likelihoods are used to compute a globally optimal set of assign-
ments of patches to hypotheses. In the M-step, parameters which enforce
global consistency of assignments are estimated. This can be viewed as
a form of occlusion reasoning. The final assignment of patches to hy-
potheses constitutes a segmentation of the crowd. The resulting system
provides a global solution that does not require background modeling
and is robust with respect to clutter and partial occlusion.

1 Introduction

The segmentation of crowds into individuals continues to be a challenging re-
search problem in computer vision [1-5]. The automation of video surveillance
systems in public venues such as airports, mass-transit stations and sports sta-
diums requires the ability to detect and track individuals through complex sites.
We identify three challenges that make this problem particularly difficult: (3)
Partial occlusion. In many crowded scenes people can be partially occluded by
others. Monolithic detectors [2,6,7] that model the shape and appearance of an
entire person typically fail in such situations and hence cannot reliably detect
people in crowded environments. (ii) Dynamic backgrounds. When cameras are
fixed, statistical background models are commonly used to identify foreground
regions [8]. However, this approach fails when the background is dynamic. Fur-
ther, background modeling is not applicable for moving cameras, such as those
mounted on pan tilt devices or mobile platforms. (iii) Foreground clutter. The
presence of moving non-person objects such as luggage carts, shopping trolleys



and cleaning equipment can clutter the foreground of the scene. A robust crowd
segmentation algorithm should be immune to foreground clutter without having
to explicitly model the appearance of every non-person object.

This paper presents a unified approach to crowd segmentation that effectively
addresses these three challenges. The proposed system combines bottom-up and
top-down approaches in a unified framework to create a robust crowd segmen-
tation algorithm. We first review a number of relevant approaches.

Low level feature grouping has been used to segment crowds [5,9]. These
approaches take advantage of the fact that the motion field for an individual
is relatively uniform and hence tracked corners with common trajectories can
be grouped together to form individuals. However, difficulties arise when multi-
ple individuals have similar trajectories. Monolithic classifiers capture the shape
and appearance space for the whole body using relatively simple learning meth-
ods [6,7,10]. The direct application of these classifiers to non-crowded scenes
generates reasonable segmentations, however failure modes can occur when par-
tial occlusions are encountered. Part based constellation models [11-13] construct
boosted classifiers for specific body parts such as the head, the torso and the
legs, and each positive detection generates a Hough-like vote in a parametrized
person space. The detection of local maxima in this space constitutes a segmen-
tation. A similar approach [2] uses interest operators to nominate image patches
which are mapped to a learned code book. A drawback of these approaches is
that the identification of local maxima in the Hough space can be problematic
under crowded and cluttered environments - a global approach is required.

The previous approaches can be considered to be bottom-up methods where
local context is used. On the other hand, global approaches that rely on back-
ground segmentation has been proposed in [4,14]. In [14], Markov Chain Monte
Carlo (MCMC) algorithms are used to nominate various crowd configurations
which are then compared with foreground silhouette images. However, this form
of random search can be computationally expensive. To address this issue an
Expectation Maximization (EM) based approach has been developed [4]. In this
framework, a hypothesis nomination scheme generates a set of possible person
locations. Image features are then extracted from foreground silhouettes and a
global search for the optimal assignment of features to hypotheses is performed.
The set of hypotheses that receive a significant number of assignments constitute
the final segmentation. Reliance on accurate foreground background segmenta-
tion is a weakness of both of these approaches.

1.1 Overview of the Unified Approach

In this paper we extend the global EM crowd segmentation framework [4] to use
appearance-based features that do not rely on background segmentation. A head
and shoulder classifier is used to generate an initial set of hypothesized person
locations, a grid of patches are then superimposed on the image. A globally op-
timal assignment of patches to hypotheses defines the final segmentation. The
likelihood of a single patch to hypothesis assignment is evaluated based on local
appearance. However, instead of learning an appearance and spatial distribution



model for every possible patch location, we show that a partial response from a
monolithic whole body classifier operating solely on a given patch can discrimi-
nate between valid and invalid patch assignments. The framework also allows for
the inclusion of grouping terms based on low level image cues so that concepts
such as uniform motion and intra-garment color constancy can be leveraged.
During the E-step we estimate a globally optimal assignment of patches to per-
son hypotheses. The M-step ensures that globally consistent patch assignments
are chosen. This can be viewed as a form of occlusion reasoning.

2 Segmentation

This section provides a detailed overview of the proposed crowd segmentation
algorithm. Figure 1 depicts the various stages used to generate the final seg-
mentation of a crowded scene. We assume that the head and shoulders of all
detectable individuals can be observed. Hence, an initial set of hypothesized
person locations are nominated using a head and shoulders detector (see section
3 for details). These K nominated hypotheses are denoted by C := {¢;}. The
parameters of this head and shoulders detector are chosen to minimize missed
detections, hence many false detections are also generated(see Figure 1a). The
scene is partitioned into a set of N rectangular patches Z = {z;}, as shown in
Figure 1b. The segmentation of the scene into individuals is achieved by a glob-
ally optimal assignment of these image patches to the initial hypotheses. The
potential assignment of an image patch to a person hypothesis is evaluated using
both direct affinity and pairwise affinity terms, as described below.

Let gx(z;) denote the affinity associated with the direct assignment of patch
z; to hypothesis cg. One of the main thrusts of this paper is a novel method for
computing this affinity function based on local shape and appearance informa-
tion - this will be the topic of section 3. Figure 1c illustrates this step for the
patch shown in green. The width and color of the arrow connecting the patch
to a hypothesis indicates the strength of the affinity. Using camera calibration
information and a ground plane assumption, certain direct assignments can be
ruled out based on geometric reasoning (shown with black arrows).

Let gi (%, z;) denote the affinity associated with pairwise assignment of patch
z; and z; to hypothesis c;. In this application, pairwise assignment affinity is
computed based on the fact that a given individual’s clothing often exhibits
a certain amount of color and motion constancy. Hence, affinity is based on
a similarity measure sim(z;, z;) of low-level image cues such as motion fields
and color distributions. In this paper we use the Bhattacharya distance measure
between the color histograms associated with each patch. Given such a measure
of similarity, we define

gr (i, 2j) = sim(zi, z5)min(ge(zi), 9(25))- (1)

Figure 1d shows two pairwise assignments. The pair of pink patches have a large
degree of pairwise affinity while the pair of blue patches exhibit relatively small
pairwise affinity.
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Fig. 1. This figure depicts the different steps of the proposed algorithm. a) An ini-
tial set of person hypotheses, b) a partitioning of the scene into a grid of patches, c)
an example of the direct association affinity between the green patch and all the hy-
potheses where the width of the arrow is commensurate with the assignment affinity,
d) shows two patches with strong pairwise affinity (pink) and two patches with weak
pairwise affinity (blue), e) depicts the soft assign process where patches are assigned
to hypotheses, f) shows the assignment of patches to hypotheses after the first E-step,
g) shows the result of the M-step consistency analysis where red patch assignments are
deemed to be inconsistent based on occlusion reasoning, h) the final segmentation after
multiple iterations of the EM algorithm.

Given an initial set of hypotheses, a patch partitioning and the direct/pairwise
affinity measures, a global segmentation can be generated based on an estimate
of the optimal set of patch to hypothesis assignments. To achieve this, an EM
approach similar to [4] is used. The patch to hypothesis assignments is defined
by an assignment vector V' = {v;} of length N with v; € [1,..., K], where
v; = k implies that patch z; is assigned to hypothesis ¢;. The focus of the EM
approach is to model the joint probability of an assignment vector V' and the set
of patches Z i.e. p(V,Z; X) under the parametrization of a consistency model
X (see section 2.1). To this end the log likelihood of the patch assignment is
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where 0., (v;) is an indicator function which is one when v; = k and zero
otherwise and z;j, is a consistency parameter that is computed during the M-step
(see section 2.1). During the E-step, the consistency parameters are fixed and
a distribution for V' is computed such that the expectation [, p(V)L(V|Z;X)
is maximized. It was shown in [4] that a mechanism similar to soft-assign [15]
can be used to efficiently perform the E-step search. Figure le illustrates this
iterative process where the distribution of V is parametrized by a matrix of
direct assignment probabilities. The element in the i** row and k" column of
this matrix is the probability of the assignment of the ith patch to the k"
hypothesis. The sum along each row must be equal to 1 and there can be no
negative values. At the first iteration all matrix values are set uniformly. During
each iteration of the soft assign process, the matrix probabilities are updated
based on the gradient of the expectation function. After a number of iterations,
the assignment probabilities are forced to take on binary values and this defines
an estimate of the most likely value of V. If a hypothesis receives no patches
then it is deemed to be a spurious detection. A null hypothesis is created to
allow for the potential assignment of patches to the background and clutter in
the scene. In this application the direct assignment affinity between a patch and
the null hypothesis is set to a nominal value. The reader is directed to [4] for
more detail regarding the E-step process.

2.1 Enforcing Consistency

Figure 1f depicts a set of patch to hypothesis assignments that result from one
pass of the E-step. Note that a certain number of patches are assigned to the
spurious hypothesis cg. In this case, these assignments would seem to indicate
that the feet of cg are visible but that the head is not. These types of incon-
sistencies are addressed via the consistency parameters X = {x;;} which are
computed during the M-step. As can be seen from equation 2, when x;; is low,
the likelihood of an assignment vector with v; = k is reduced. For this paper,
the primary concern is to enforce consistency based on occlusion reasoning. The
following axioms form the basis for such an approach:

— If the person is visible then their head should be visible
— The non-occluded region of a person should be contiguous.

Given the current estimate of V' all the patches that are currently assigned to
a given hypothesis ¢ can be identified. For each patch z; that is assigned to cy,
a path between it and the head location specified by ¢ can be constructed such
that the number of patches encountered on the path that are not assigned to ¢



is minimal. This process takes advantage of the inherent grid like structure of
the patches and can be computed efficiently using dynamic programming. The
value of x;; is set to 1 unless the minimum cost path has a cost that is greater
than a threshold, in which case x;; is set to a low value. Prior to the first E-step,
all the values of X are set to 1. Using this simple process, inconsistencies such
as the legs are visible but the torso is not, can be identified and addressed before
the next iteration of the E-step. Figure 1g shows the result of an M-step analysis
where consistent patch assignments are shown in white and the inconsistent
patch assignments are shown in red. By reducing the value of the consistency
parameters for the red assignments, their inclusion in subsequent estimates of V'
will be inhibited.

The EM algorithm operates by iterating between the E-step and the M-step
operations. The process terminates when the estimates of V' have converged.
Figure 1h shows the final segmentation for this example. By employing a global
optimization scheme, the system need not rely solely on local information for
making segmentation decisions, which is not the case for many greedy approaches
to crowd segmentation. In the next section, the critical question of how to com-
pute the affinity of direct patch to hypothesis assignments will be addressed.

3 Classification

In the previous section a detailed description of the overall crowd segmentation
process was given. The focus of this section is to describe how the direct patch
to hypothesis affinity function gx(z) can be computed based on local shape and
appearance information. For this purpose we use a whole body monolithic person
classifier consisting of a set of weak classifiers selected by boosting. We will show
that for certain types of weak classifiers, the whole body classifier response can be
computed for a specific patch and that this response can be used to characterize
the patch to hypothesis affinity. The section begins with a discussion of the
basic whole body classifier followed by details regarding the generation of patch
specific partial responses.

3.1 Whole Body Classifier

A sample s is defined as a head location in the image (zp,yx) and an associated
sample bounding box that covers the entire body region. Given a hypothesized
head location, the associated bounding box is computed based on camera cali-
bration information under the dominant ground plane assumption [14]. Given an
arbitrary sample, a whole body classifier produces either a positive or negative
response. As was shown in [16] a strong classifier (sc) can be constructed from
a linear combination of weak classifiers (wc). The weak classifier is chosen by
minimizing an expected error function that is based on labeled training data:

N
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where s; is the i*" training sample, I; is its label and p; is the probability as-
sociated with sample s;. The sample probability distribution is modified in an
iterative fashion so as to emphasize samples that were mis-classified during pre-
vious iteration. In this application an iterative site-specific approach is used for
learning. Initial training data from the site of interest is manually labeled and
a classifier is constructed. It is then applied to additional imagery taken from
the site, and the resulting false positives are incorporated into the training data,
while correctly classified negative training samples are removed. A new classifier
is then constructed and this process is repeated until no new false positive re-
sponses are generated. In this manner a series of strong classifiers are constructed
which are combined to form a cascaded classifier. The type of weak classifiers
that are appropriate for this application is now considered.

3.2 Weak Classifiers

A particular type of weak classifier can be characterized as follows:
we(s; R(s)), (4)

where R is a region of interest defined relative to the sample bounding box
associated with a sample s. If the average values for a set of image statistics
are above (or below) a given set of thresholds, then the weak classifier produces
a positive or negative response accordingly. Once the type of image statistics
have been selected, the weak classifier is essentially parametrized by the relative
location and dimensions of its region of interest R. In general the threshold
values for selected weak classifiers are determined during the learning phase of
the boosting process. If we restrict our hypothesis space to this type of weak
classifier, then a patch specific partial response for a whole body classifier can
be generated.

Based on the boosting algorithm a strong whole body classifier for the sample
s is defined as:

M
(s) = Z aiwe(s; Ri(s)) ()

The basic idea for generating patch specific responses is that each weak clas-
sifier will only collect statistics over the intersection of R(s) and the patch z.
Since average statics are used, the thresholds learned during boosting remain
valid. However, instead of having a 1/ — 1 response, each weak classifier will
have its response modulated by the ratio of the areas of R(s) N z and R(s).
Based on this idea, the partial response for a strong classifier with respect to a
given patch z and sample s is defined as:

dx
Zam o 2y fRstans &2 )

SR @

where
weqi(s, z) = we(s; Ri(s) N z). (7
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Fig. 2. This figure shows the six strong classifiers that were constructed for the whole
body classifier plus all six cascades shown together. Each pink box represents the
region of interest for a weak classifier. The line interior to each region of interest depict
the weak classifier’s preferred orientation. Green lines represent positive features (the
average statistic must be above its threshold) and red lines are for negative features
(average statistic must be below its threshold).

Note that if the region of interest associated with a particular weak classifier
does not intersect with the patch z, then this weak classifier will have no effect
on the strong classifier decision.

For a given person hypothesis cx, a sample s; can be constructed so that

for a particular patch z;, the direct patch to hypothesis affinity measure can be
defined as:

gr(2i) = sc(sk, 2i) (8)

Figure 2 shows a set of cascaded classifiers that were used to construct the
whole body classifier. In this application the image statistic used is the magnitude
of the edge responses for pixels that exhibited an orientation similar to the
preferred orientation of the weak classifier. Edge magnitude and orientation are
calculated using the Sobel operator. Given such a whole body classifier the next
question is to determine the appropriate patch size. If the patch is too large, then
there is risk of contamination by occlusion. On the other hand, if the patch is too
small the ability to discriminate between correct and incorrect patch assignments
diminishes. To understand this tradeoff a training set of positive and negative
whole body samples was collected. Patches with widths ranging from 0.25W to
1.0W (W = person width) were evaluated across the entire bounding box for
each training sample. For each relative patch location, the average number of
positively responding strong classifiers from the cascaded whole body classifier
was recorded. As shown in Figure 3, when the patch width was reduced below
0.5W the ability to discriminate between positive and negative samples was
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Fig. 3. This figure shows the effect of changing the patch size. Patch size is varied as a
function of W = person width. In each case the average number of positively responding
strong classifiers from the whole body cascaded classifier is shown as a function of patch
location for both positive (person) and negative (non-person) images. Note that when
the patch width is reduced below 0.5W the ability to discriminate between positive
and negative samples is significantly reduced.

reduced significantly. Thus for this application a nominal patch width of 0.5W
is chosen.

3.3 Hypothesis Nomination

For this application, hypothesis nomination as described in section 2 is achieved
using a scanning window approach. For every possible sample, the partial re-
sponse for the whole body classifier is evaluated based on a patch covering the
hypothesized head and shoulder regions. The set of positive responses constitute
the initial hypotheses set C.

4 Experiments

Unrehearsed imagery acquired at a mass transit site serves as the source of test
imagery for this paper. A whole body classifier was trained for this site. We
first illustrate the intermediate steps of our approach on a few representative
frames (see Figure 4). The “Initial Hypothesis” column of figure 4 shows the
initial set of hypotheses generated by the head and shoulders classifier. Note that
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Fig. 4. Six stages of the crowd segmentation process are illustrated for four test images.
Overlapping patches of 0.5W are used. However, for clarity smaller patches are shown.
The initial hypotheses generated by the head and shoulder classifier are shown in
the first column. In the second column, the patches are shown color coded based on
their strongest direct assignment as calculated by the whole body classifier. The null
hypothesis is shown in black. In the third column, neighboring patches with strong
similarity measures based on color constancy are connected by green line segments.
The assignment of patches to hypotheses based on the first E-step is shown in the
fourth column. The assignment after multiple rounds of both the E and M steps are
shown in the fifth column. The final segmentation is shown in the last column.

while an appropriate hypothesis was generated for each person in each image,
several false hypotheses were also generated. The “Single Assignment” column of
figure 4 illustrates the direct affinity between each patch and each hypothesis as
computed using equation 8. Each patch is color coded based on the hypothesis
for which it has the highest direct affinity. Patches that are black have the
greatest affinity for the null hypothesis. A significant number of patches have
the greatest direct affinity for their true hypothesis, however confusion occurs
when multiple hypotheses overlap. An example of this can be seen in row A
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Fig. 5. This figure shows an assortment of crowd segmentation results. Note that the
algorithm produces the correct segmentation in case of severe partial occlusion (right
column), and in presence of cleaning equipment (bottom left) and a variety of suitcases
and bags.

of the Single Assignment column. In addition, patches that are only associated
with false detections tend to have a greater affinity for the null hypothesis.

The “Grouping” column of figure 4 illustrates the effectiveness of the pairwise
assignment criteria. For purposes of clarity, only neighboring patches with high
similarity measures are shown to be linked in green (blue otherwise). Note that
patches associated with the same article of clothing tend to be grouped together.
Also, the background often exhibits continuity in appearance and such patches
tend to be grouped together.

The “E-step” column of figure 4 shows the patch assignment after the first
iteration of the “E-step”. Most of the false hypotheses have received very few
patch assignments, while the true hypotheses have been assigned patches in
an appropriate manner. However, inconsistencies have also been generated. For
example, in row A of the “E-step” column, a number of patches have been
assigned to the bottom of the green hypothesis. As seen in the “M-step” column,
these inconsistent assignments have been correctly removed.

The “Final” column of figure 4 shows the final segmentation. Figure 5 shows
similar results from a variety of images. Note that the algorithm is successful
when confronted with partial occlusion and clutter such as the janitor’s equip-
ment and various suitcases.

The algorithm was also applied to a video sequence (see supplemental ma-
terial). To measure overall performance 117 frames were processed. The initial
hypothesis generator produced 480 true detections, 32 false detections and 79
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Fig. 6. Four example frames from tracking the results of the crowd segmentation
process.

missed detections. After application of the crowd segmentation algorithm, the
number of false detections were reduced by 72 percent at a cost of falsely reject-
ing 2 percent of the true detections. For purposes of comparison, we applied the
Histogram of Oriented Gradients (HOG) [6] to this dataset. Our implementation
uses camera calibration information for automatic scale selection. The perfor-
mance tabulated in Table 1 shows that our crowd segmentation outperformed
HOG, arguably this is due to partial occlusion.

True Detects|Missed Detects|False Alarms
Crowd Segmentation 470 89 9
HOG 6] 387 172 20

Table 1. Comparison of HOG [6] person detector to the proposed crowd segmentation
algorithm.

The purpose of crowd segmentation algorithms in general is to reliably track
the location of people over time. The final segmentation of the sequence previ-
ously described was processed by a general-purpose person tracking algorithm.
At every time step, locations and estimates of the location uncertainties are
projected into the scene ground-plane via an unscented transform. Our tracker
processes these detections in a scene ground-plane reference frame, where the
dynamical models are intuitively formulated. Our approach to tracking is simi-
lar to [17] and [18]. We follow an efficient detect and track approach [19] using
a JPDAF filter [20], which has excellent performance in high degrees of clutter
while being efficient in the presence of many targets. The tracking results in
Figure 6 show the trajectories of all people in the scene.

The results thus far used pairwise patch similarity function based on color
constancy as defined in Equation 1. However, this is not always enough as shown
in the left image of Figure 7 where the crowd segmentation algorithm resulted
in both a false and a missed detection. An experiment was performed where
the pairwise patch similarity measures were augmented by the use of a motion
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Fig. 7. This figure illustrates the effect of using motion fields in the pairwise patch
assignment. The example on the left shows a frame where the algorithm results in both
a false positive and a false negative. However, when the motion information from dense
optical flow is used the correct segmentation results, as shown on the right.

consistency measure based on dense optical flow. As can be seen from the right
image in Figure 7, this results in a correct segmentation.

5 Discussion

The framework presented in this paper has incorporated many of the strengths of
previously proposed crowd segmentation methods into a single unified approach.
A novel aspect of this paper is that monolithic whole body classifiers were used
to analyze partially occluded regions by considering partial responses associated
with specific image patches. In this way appearance information is incorporated
into a global optimization process alleviating the need for foreground background
segmentation. The EM framework was also able to consider low level image cues
such as color histograms and thus take advantage of the potential color constancy
associated with clothing and the background. Parametrization of the likelihood
function allowed for the enforcement of global consistency of the segmentation.
It was shown that these parameters can be estimated during the M-step and
that this facilitates consistency based on occlusion reasoning.

In the course of experimentation it was found that at various times, different
aspects of the crowd segmentation system proved to be the difference between
success and failure. For example when confronted with clutter, the appearance
based classifiers provide the saliency required to overcome these challenges. How-
ever, when multiple people having similar clothing are encountered, the motion
field can become the discriminating factor. A robust system must be able to take
advantage of its multiple strengths and degrade gracefully when confronted by
their weaknesses.
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