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Boosting OverviewBoosting Overview

Introduced by Freund and Introduced by Freund and ShapireShapire, 1996, 1996
Classify objects (2 or more classes)Classify objects (2 or more classes)
Combine simple rules to form an ensembleCombine simple rules to form an ensemble
The performance of an ensemble is better The performance of an ensemble is better 
than that of each individual rule.than that of each individual rule.
Each rule should have an error rate slightly Each rule should have an error rate slightly 
better than 50%better than 50%

Y.Freund and R.E. Shapire. Experiments with a new boosting algorithm
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Boosting, definitionsBoosting, definitions

X X –– a (high dimension) sample seta (high dimension) sample set
Y Y –– a set of labels  a set of labels  
P(X) = P(X) = Pr(y(XPr(y(X)==1) probability )==1) probability 
distributiondistribution
Training set Training set XtXt with the same with the same 
probability distribution as Xprobability distribution as X
Weak classifiers Weak classifiers h(Xh(X))
Produce a strong classifier:Produce a strong classifier:
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Discrete AdaBoost algorithmDiscrete AdaBoost algorithm

Ron Meir, Gunar Raetch. An introduction to Boosting and Leveraging
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Boosting illustratedBoosting illustrated

Ron Meir, Gunar Raetch. An introduction to Boosting and Leveraging

Boosting as greedy minimizationBoosting as greedy minimization

At each stage, the algorithm greedily At each stage, the algorithm greedily 
minimizes the following function: minimizes the following function: 
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M(x) defines margin over training set, same as SVM
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AdaBoost for face detectionAdaBoost for face detection

A database of frontal faces (with minor A database of frontal faces (with minor 
rotations and translations)rotations and translations)
Two classes Two classes -- face (1) and nonface(0)face (1) and nonface(0)
Training set Training set –– about 5000 faces and 10000 about 5000 faces and 10000 
nonfacesnonfaces
Apply AdaBoost to produce a strong Apply AdaBoost to produce a strong 
classifier with detection rate of about 98%classifier with detection rate of about 98%

Integral image and Integral image and HaarHaar--like like 
featuresfeatures

Integral image Integral image –– sum of all pixels sum of all pixels 
above and to the left of a point (above and to the left of a point (x,yx,y))
Integral image may be computed Integral image may be computed 
recursively in recursively in O(nO(n))
HaarHaar--like features use integral like features use integral 
image values.image values.
Basic set includes 4 types of Basic set includes 4 types of haarhaar--
like featureslike features
To produce a weak classifier, To produce a weak classifier, 
subtract a threshold from feature subtract a threshold from feature 
value and use a sign() function !value and use a sign() function !

Paul Viola, Michael Jones. Robust Real Time Object Detection
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AdaBoost for Face DetectionAdaBoost for Face Detection

Interpreting featuresInterpreting features

Eyes area is generally darker 
than nose area

The forehead area should be
lighter than eyes area
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Boosting cascadesBoosting cascades

Faster processing 
Hopefully, better performance

Cascaded AdaBoostCascaded AdaBoost
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Interpreting resultsInterpreting results

AdaBoost compared to other AdaBoost compared to other 
classification methodsclassification methods

PAC learner, linear PAC learner, linear 
featuresfeatures

RothRoth--YangYang--AhujaAhuja
Statistics, BayesianStatistics, BayesianSchneidermanSchneiderman--KanadeKanade
Neural networksNeural networksRowleyRowley--BalujaBaluja--KanadeKanade
AdaBoostAdaBoostViolaViola--JonesJones



9

AdaBoost Performance ObservationsAdaBoost Performance Observations

Increasing number of training images significantly Increasing number of training images significantly 
improves detection.improves detection.
Increasing number of features somewhat improves Increasing number of features somewhat improves 
detection (5% improvement after increasing detection (5% improvement after increasing 
number of features from 20 to 80)number of features from 20 to 80)
Time complexity:Time complexity:

T = T = O(nO(n*N*t)*N*t)
nn-- total number of training imagestotal number of training images
N N –– total number of featurestotal number of features
t t –– number of features in the strong classifiernumber of features in the strong classifier

AdaBoost, open issuesAdaBoost, open issues
Basic vs. extended Basic vs. extended HaarHaar feature setfeature set

Rainer Lienhart, Vadim Pisarevsky, Alexander Kuranov. Empirical Analysis of Detection
Cascades of Boosted Classifiers for Rapid Object Detection

OpenCV library
http://sourceforge.net/
/projects/opencvlibrary/
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Statistical view of boostingStatistical view of boosting
Consider the following Consider the following 
criterion:criterion:
Theorem: the Discrete Theorem: the Discrete 
AdaBoostAdaBoost method fits an method fits an 
additive logistic regression by additive logistic regression by 
using adaptive Newton using adaptive Newton 
updates to minimize E(J(F))updates to minimize E(J(F))

Additive Logistic Regression: a Statistical View of Boosting  by Jerome Friedman, 
Trevor Hastie, Robert Tibshirani

AdaBoostAdaBoost variants: variants: RealBoostRealBoost

Better performance than discrete AdaBoost after 200 iterations
Also minimizes E(J(F)) using Newton-like steps
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AdaBoostAdaBoost variants: variants: LogitBoostLogitBoost

AdaBoostAdaBoost-- other variantsother variants
FloatBoostFloatBoost-- uses extended feature set, different target function and floatiuses extended feature set, different target function and floating search ng search 
method to locate a minimum. Very computationally expensive.method to locate a minimum. Very computationally expensive.

AdaBoost.RegAdaBoost.Reg –– regularize training set by limiting weights of outliers. Improvregularize training set by limiting weights of outliers. Improves es 
performance in case of noisy data.performance in case of noisy data.
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ConclusionConclusion

AdaBoostAdaBoost allows to rapidly classify imagesallows to rapidly classify images
Faster than any existing detectorFaster than any existing detector
Comparable in accuracy to other methodsComparable in accuracy to other methods
Many improvement algorithms existMany improvement algorithms exist


