Lecture-13

Face Recognition & Visual
Lipreading

Face Recognition




Simple Approach

Recognize faces (mug shots) using gray levels
(appearance)

Each image is mapped to along vector of gray
levels

Severa views of each person are collected in the
model-base during training

During recognition a vector corresponding to an
unknown face is compared with al vectorsin the
model-base

The face from model-base, which is closest to the
unknown face is declared as a recognized face.

Problems and Solution

e Problems:

— Dimensionality of each face vector will be very large
(250,000 for a 512X512 image!)

— Raw gray levels are sensitive to noise, and lighting
conditions.

» Solution:

— Reduce dimensionality of face space by finding
principal components (eigen vectors) to span the face
space

— Only afew most significant eigen vectors can be used
to represent a face, thus reducing the dimensionality




Eigen Vectors and Eigen Values

The eigen vector, x, of amatrix A isaspecia vector, with
the following property

AX=l X  Where?iscaled eigen vaue
To find eigen values of amatrix A first find the roots of:
det@-11)=0

Then solve the following linear system for each eigen
value to find corresponding eigen vector

(A-11)x=0
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Face Recognition

Collect al gray levelsin along vector u:

u=(1@D,...1 LN),12D,... 12 N),... 1(M,.... | (M,N)"
Collect n samples (views) of each of p personsin matrix A
(MN X pn):

A:[ull,...uﬁ,u1 Uz ,ulp...,un"]
Form a correlation matrix L (MN X MN):

L=AAT

Compute eigen vectors, fufafs....fm of L whichform
a bases for whole face space

Face Recognition

Each face, u, can now be represented as a linear combination
of eigen vectors

u=g af,

i=1

Eigen vectors for a symmetric matrix are orthonormal:




Face Recognition
df =@af)'f
i=1
=(af, +af , +..+af, +..+af " )f,
Uf =(af,'f, +af, f.+..+af 'f. +. +af 'f)
uf =3

Therefore: a :qu .

Face Recognition

L isalarge matrix, computing eigen vectors of alarge matrix is
time consuming. Therefore compute eigen vectors of asmaller
matrix, C:

C=ATA
Let a, be eigen vectors of C, then Aa are the eigen vectors of A:
Ca, =l;a,
ATAa; =1 a,
AAT(Aa;) =1(Aa))

L(Aa) =1 (Aa;)




Training

Create A matrix from training images
Compute C matrix from A.
Compute eigenvectors of C.

Compute eigenvectors of L from eigenvectors of
C.

Select few most significant eigenvectors of L for
face recognition.

Compute coefficient vectors corresponding to
each training image.

For each person, coefficients will form a cluster,
compute the mean of cluster.

Recognition

Create a vector u for theimageto be
recognized.

Compute coefficient vector for this u.

Decide which person this image belongs to,
based on the distance from the cluster mean
for each person.




load faces.mat
C=A"*A;
[vectorC,valueC]=eig(C);
ss=diag(valueC);
[ss,iii]=sort(-ss);
vectorC=vectorC(;,iii);
vectorL=A*vectorC(:,1:5);
Coeff=A’"*vectorL;
for 1=1:30
model (i, :)=mean(coeff((5*(i-1)+1):5*1,));
end
while (1)
imagename=input(‘ Enter the filename of the image to
Recognize(0 stop):’);
if (imagename<1)
break;
end,
imageco=A(:,imagename)’ * vectorL ;
disp (*');
disp (‘The coefficients for thisimage are’’);

messl=sprintf(‘ %.2f %.2f %.2f %.2f %.2f",
imageco(1),imageco(2),imageco(3),imageco(4),
imageco(5));
disp(messl);
top=1;
for 1=2:30
if (norm(model(i,:)-imageco,1)<norm(model
(top, : )-imageco,1))
top=i
end
end
mess1=sprintf(‘ The image input was aimage of person
number %d'’ ,top);
disp(messl);
end
b=A(:,81);
b=reshape(b,34,51);
imshow(b,gray(255)):




Webpage

http://vismod.www.media. mit.edu/vismod/demos/

Visual Lipreading




Image Sequencesof “A” to “J’

 ARARRRARREE
PREERNDEERDRDRDR-
EERRNNRNEERERERER-
HOIDERREREEDN-
EEERNRNEERDEEN-
ENRNDNERNNEERER-
DENDDNODEEEEREN-
EEDNNEENEERREERDN-
INDERNERERN-
ERNNDNOEEDREENRN-

Particulars

. Pattern differ spatially
« Solution: Spatial registration using SSD

. Articulations vary in length, and
thus, in number of frames.

 Solution: Dynamic programming for
temporal warping of sequences.

. Features should have compact
representation.

+ Solution: Principle Component Analysis.

10



Feature Subspace Generation

» Generate alower dimension subspace
onto which image sequences are
projected to produce a vector of
coefficients.

» Components
— Sample Matrix
—Most Expressive Features

Generating the Sample Matrix

» Consder € letters, each of which hasatraining set
of K sequences. Each sequence is compose of images:

Ll 1o

* Collect al gray-level pixelsfrom al imagesin a
sequence into avector:

u=(,@LD,...,1,(M,N),1,LD,..., 1,(M,N),...1,LD,..., 1,(M,N))
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. Generating the Sample Matrix

» For letter W , collect vectorsinto matrix T
T, =|ut,u?,...u¥]
- Create sample matrix A:
A=[T.T,,...T.]

*The eigenvectors of amatrix | = aa7 are defined as:

Lf, =1 f,

The Most Expressive Features

f isanorthonormal basis of the sample matrix.
*Any image sequence, u, can be represented as.

S
u=g a, =fa
n=1

- Use Q most significant elgenvectors.

- The linear coefficients can be computed as
a, =u'f,
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Training Process

» Model Generation

—Warp all the training sequencesto afixed
length.

— Perform spatial registration (SSD).
— Perform PCA.

— Select Q most significant eigensequences,
and compute coefficient vectors“a’.

— Compute mean coefficient vector for each

|etter.

Warping
A=la,a,...,a,a] i
B=[b,b,,...,b,,b,] 5

-
dij = ‘ai - bj‘ -2 i-11
9, =2dy;

ég(i-1,j- 2 +2d(i, j- ) +d(, j)u
g, j)=ming  g(-1j-D+2d(i.j) |
Bo(i- 2.j- D +2d(i- 1)) +d(, j)f
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Recognition
- Warp the unknown sequence

- Perform spatial registration.

a =u,f,
d"=a"-a’|

- Determinebest matchby ~ min (dW)

- Compute:

Extracting letters from Connected Sequences

- Average absolute intensity difference
function

1 829
f(m = all1,06y)- 1oyl

x=1 y=1
- f Issmoothed to obtain g.
- Articulation intervals correspond to
peaks and non-articulation intervals
correspond to valleysin“g”.
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Extracting letters from Connected Sequences

- Detect valleysin g.

- From valley locationsin g, find
locations where f crosses high
threshold.

- Locate beginning and ending frames

A 12-22

B 26-39

C 42-55

D 57-67
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Results
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I: “A” to “J one speaker, 10 training seqs
[1. “A” to “M”, one speaker, 10 training seqs

1. “A” to “Z”", ten speakers, two training seqd|etter/person

Show Video Clip
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paper

http://www. cs. ucf.edu/~Vvision/papers/shah/97/ND S97.pdf
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