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Region Segmentation
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Region Segmentation

m Find sets of pixels, Rl,Rz,...,suChthE
u UR:|

m Ui#j,RnR =0

m All pixelsinregioni satisfy some constraint
of smilarity.



K-Means

m Chooseafixed number of =
clusters

m Choose cluster centers
and point-cluster
allocations to minimize
error m

m can't dothishby search,
because there are too
many possible
allocations.
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Algorithm

m fix cluster centers,
allocate pointsto closest
cluster

m fix allocation; compute
best cluster centers
X could be any set of
features for which we can
compute a distance
(careful about scaling)
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K-Means

Choose k data points to act as cluster centers
Until the cluster centers are unchanged

Lllocate each data point to cluster whose center is nearest

llow ensure that every cluster has at least

one data polint; possible techniques for doing this include
supplyving empty clusters with a point chosen at random from
points far from their cluster center.

Keplace the cluster centers with the mean of the elements
in their clusters.

end

Algorithm 16.5: Clustering by K-Means
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|mage Segmentation by K-Means

m Sdaect avaueof K

m Select afeature vector for every pixe (color, texture,
position, or combination of these etc.)

m  Define asimilarity measure between feature vectors
(Usually Euclidean Distance).

m Apply K-Means Algorithm.
m  Apply Connected Components Algorithm.

m  Merge any components of size less than some threshold to
an adjacent component that is most similar to it.



Image Clusters on intensity Clusters on color

K-means clustering using intensity alone and color alone



Image Clusters on color

K-means using color alone, 11 segments



K-means using
color alone,
11 segments.




K-means using colour and
position, 20 segments
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How to find K

m Use prior knowledge about image.

m Apply the algorithm for different values of
K and test for goodness of clusters.

m Analyze Image Histograms.



Histogram

Histogram graphs the number of pixels in an image with a
Yarticular gray level as a function of the image of gray levels.
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How to find K

Example
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How to Find K

Smooth Histogram. (Convolve by averaging
or Gaussian Filter)




Howto FindK

Find Peaks and Valleys and perform peakiness test.
Peakiness Test
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Agglomerative clustering

m Assume that each cluster issingle pixe (i.e.
every pixel isacluster itself).

m Merge Clustersi.e. attach closest to cluster it
IS closest to (if possible)

m Repeat step 2 until no more clusters can be
merged.
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Divisive clustering

m Assume that whole imageisasingle cluster.
m Split Clusters along best boundary (if exists)

m Repeat step 2 until no more clusters can be
split.
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|nter-Cluster distance

m single-link clustering: Minimum distance
between an e ement of the first cluster and one of
the second..

m complete-link clustering: Maximum distance
between an e ement of the first cluster and one of
the second.

m group-average clustering: Average of distances
between elements in the clusters.
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Segmentation by Split and Merge

Start with an initial segmentation (for example by K-
Means).

Define a criteria P for goodness of region such that
m  P(R)=True, if Rsatisfiesthe criteria
m  P(R)=Fase, otherwise

For each region R, split Rin four regions (quadrants), if
P(R)=Fase

Merge any two adjacent regions R and Q

if P?Q OR)=True

Repeat until no more clusters can be split or merged.
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Suggested Reading

m  Chapter 14, David A. Forsyth and Jean Ponce, “ Computer
Vision: A Modern Approach”.

m  Chapter 3, Mubarak Shah, “Fundamentals of Computer
Vision”



