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Figure 1: Anchored Jumping allows a user to specify a rotation axis (left) and a new viewing position relative to it (middle). The
user will then teleport to the indicated viewing position and automatically face the specified rotation axis (right). Depending
on the scenario, this axis can either be re-activated for the next maneuvering step or be re-specified for each jump.

ABSTRACT

In virtual navigation, maneuvering around an object of interest is a
common task which requires simultaneous changes in both rota-
tion and translation. In this paper, we present Anchored Jumping, a
teleportation technique for maneuvering that allows the explicit
specification of a new viewing direction by selecting a point of in-
terest as part of the target specification process. A first preliminary
study showed that naive Anchored Jumping can be improved by an
automatic counter rotation that preserves the user’s relative ori-
entation towards their point of interest. In our second, qualitative
study, this extended technique was compared with two common
approaches to specifying virtual rotations. Our results indicate that
Anchored Jumping allows precise and comfortable maneuvering
and is compatible with techniques that primarily support virtual
exploration and search tasks. Equipped with a combination of such
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complementary techniques, seated users generally preferred virtual
over physical rotations for indoor navigation.
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1 INTRODUCTION

Navigation tasks in virtual environments can be classified as explo-
ration, search, or maneuvering [2]. While exploration and search
usually entail larger movements through the scene, maneuvering
involves rather small translation and rotation movements around a
particular object of interest in order to investigate it from different
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perspectives. For head-mounted displays, commonly used short-
distance teleportation techniques (jumping) are not well-suited for
this task as they require the user to turn physically after each jump
to face the object of interest again. Frequent physical rotations can
become exhausting for the user or might be even impossible to
perform in certain seated or other spatially confined setups.

To overcome these issues, we analyzed prior approaches to com-
bining jumping techniques with additional options for executing
rotations virtually. We observed that earlier work typically extends
the target specification phase of jumping with the explicit speci-
fication of a new viewing direction [3, 16, 28]. In contrast to this
approach, classic maneuvering techniques based on steering or
animated transitions typically allow their users to explicitly select
a point of interest (POI) in the scene, which defines the viewing
directions for any subsequent navigation steps [11, 21].

We build on this approach and present Anchored Jumping, a
novel technique optimized for maneuvering tasks in head-mounted
displays that relies on short-distance teleportation instead of steer-
ing or animated transitions (Figure 1). With Anchored Jumping the
user selects a POI first and specifies the actual target location of
the jump in a second step. We also suggest adding an automatic
counter rotation that preserves the user’s relative orientation to-
wards their point of interest and therefore reduces the need for
physical rotations. We furthermore suggest the integration of An-
chored Jumping with other virtual rotation approaches to cover a
broad range of navigation tasks. We examined the use of Anchored
Fumping in two user studies. In a pilot study using a pre-set POI,
we compared Anchored Jumping with and without counter rota-
tions and examined usability and user comfort. In a second study,
we compared Anchored Jumping with Free Jumping [3] and Snap
Rotations for specifying virtual rotations in order to analyze their in-
dividual strengths and mutual complementarity. These techniques
served as a suitable baseline since they are often seen in commercial
applications.

In summary, our research led to the following contributions:

o Anchored Jumping, an enhanced teleportation technique for
HMDs that allows the explicit definition of a viewing di-
rection by selecting a point of interest as part of the target
specification process,

o the results of a pilot study with seated users showing that
naive Anchored Jumping can be improved by an automatic
counter rotation that preserves the user’s relative orientation
towards their point of interest, and

o the results of a qualitative user study with seated users in-
dicating that Anchored Jumping is especially suitable for
solving maneuvering tasks and that its combination with
Free Jumping and Snap Rotations supports a broad range of
use cases.

Overall, the positive user feedback on Anchored Jumping for ma-
neuvering tasks as well as its complementarity to other virtual
rotation techniques make it a valuable addition to the portfolio of
navigation techniques in virtual environments.
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2 RELATED WORK

2.1 Navigation in Virtual Environments

As most virtual environments cannot be overlooked from a single
vantage point [25], users require navigation techniques that allow
them to change their virtual position and orientation. The three
main types of navigation are exploration for the sake of gathering
information about the layout and/or content of the virtual world,
search for reaching a previously defined goal, and maneuvering for
making small precise movements to view an object or feature of
interest from different perspectives [2]. Different metaphors can
be utilized for the interpretation of user inputs and their transfer
to movements in the virtual environment. Overall, the most direct
mapping is achieved by physical walking in a tracked real-world
space. While this natural approach is often associated with the
biggest possible ease of use, comfort, and sense of presence [34],
its use is bound to the size of the available tracking space. For
larger distances, virtual travel techniques are often provided as an
addition.

Steering, one of the most common virtual travel metaphors,
lets the user continuously specify the direction and speed of their
movements in the virtual world [2]. During this process, users
are able to continuously integrate the current visual feedback into
their mental map of the environment — a process also known as
continuous spatial updating [5, 16]. The downside of using steering
for virtual navigation lies in its tendency to cause symptoms of
simulator sickness [12, 29]. This problem is especially experienced
by users of HMDs [19, 29, 32] and can be partially mitigated through
visual aids such as field-of-view modifications [9] or rest frames [4].
A prominent alternative to steering is short-distance teleportation
in vista space, also known as jumping, which has shown promising
results regarding user well-being and performance [3, 6, 36]. A
common concern against this technique is that users might lose
their orientation in the virtual environment. However, while the
process of continuous spatial updating process might be hindered by
the absence of motion cues, there is evidence that users can largely
make up for this by either backtracking in the environment [6] or
using static visual features such as spatial boundaries and landmarks
as piloting cues [5, 16]. Motivated by its high user comfort, our
work in this paper builds upon jumping navigation as the basis for
our technique developments in the area of virtual rotations.

2.2 Maneuvering in 3D Space

Maneuvering presents users with a different challenge than other
virtual navigation tasks. Its main objective is not to cover ground
within the virtual environment but to gain new specific perspectives
onto an object or feature of interest. Since users within fully tracked
systems often utilize physical walking for these small changes, ded-
icated maneuvering techniques have mainly been developed for 2D
screens or projection-based VR systems [2, 21, 23]. A common ap-
proach in this regard is letting users select a point around which ro-
tational movements are applied. In some cases, such pivot points can
be set anywhere within the virtual space, like it has been suggested
by Kulik et al. for the inspection of large scanned 3D models, or be
inferred from the users viewing direction as suggested by Trindade
and Raposo [23, 33] . Other approaches let users select a virtual
object and either center their own movement around the object or
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use it as a lever to move the whole virtual scene around themselves
[1, 22]. More specific metaphors, like the HoverCam technique,
automatically guide the user’s camera movements around a virtual
object’s surface [18]. Similarly, the target-based Navidget tech-
nique lets users select a specific camera position around a point on
the surface of a virtual object [11]. Navidget’s extension for the
use with tracked input devices in virtual reality allows the spec-
ification of a point of interest on the surface of an object via ray
casting followed by the selection of the viewpoint by moving a
camera widget along a spherical helper geometry shown around it.
After ending the specification process, the user is flown towards
the target perspective along an automatically generated path [21].

While the methods presented in related work seem to work
well for their specific use-cases, research on the adoption of these
methods for head-mounted displays and the investigation of their
influence on user experience and well-being is sparse. We aim to
bridge this gap by comparing the use of typical rotation methods for
jumping navigation and proposing a new extension of the jumping
metaphor optimized for maneuvering tasks.

2.3 Virtual Rotations for Navigation

Common HMD setups allow users to freely rotate their heads and
bodies to look around in the virtual environment. As a result, virtual
navigation techniques for these systems often only provide capabil-
ities for virtual translations while asking users to rotate their heads
physically if required. However, this can be problematic in specific
situations. Seated setups, for example, often do not feature the ideal
interaction space for full turns. This is especially common in home
setups where the user might sit at their desk or even on a couch
while being immersed in a virtual world. Combined with the small
FOV of most HMDs, this can lead to users favoring a particular
primary viewing direction for activities in the virtual environment
[13]. For this reason, many design guidelines for virtual experiences
recommend setups which either present content preferably in the
frontal parts of the scene or actively guide the user’s attention from
one object of interest to the next [35]. However, these approaches
are not suitable for more explorative scenarios without any pre-
defined points of interest and sequences. For these cases, virtual
navigation techniques have to be enhanced to allow the explicit
user-initiated specification of rotation changes as well. This addi-
tion of new degrees of freedom to virtual navigation can be done
in different ways and comes with its own challenges regarding
comprehensibility and user comfort. Overall, virtual rotations can
be specified separately from virtual translations (Section 2.3.1) or
be integrated into the travel process by allowing the simultaneous
specification of a new position and viewing direction (Section 2.3.2).

2.3.1 Separate Definition of Virtual Rotations. Early research on
virtual rotations delivers some evidence that proprioceptive feed-
back plays a larger role in the integration of rotations than of
translations with users finding virtual rotations harder to imagine
and real rotations harder to ignore than corresponding translations
[8, 20, 26]. On the other hand, Riecke et al. reported that users
tend to overestimate the extent of real turns when they are not
given any visual feedback [30]. This phenomenon has also been
shown by Jaekl et al., who asked users to adjust the rotation of
a virtual environment manually to match the user’s rotation in
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the real world [14]. This overestimation has inspired techniques
which amplify the rotational results of real head movements in
HMDs, making it easier for users to look around in virtual en-
vironments during navigation and search [15]. Although it was
employed successfully by other researchers, it has also been con-
nected to symptoms of simulator sickness, loss of orientation, and
usability deficits [27, 31]. To avoid motion sickness resulting from
steering movements, Farmani and Teather suggested discrete rota-
tional jumps to be activated at a certain rotation speed, which led
to a decrease in motion sickness while leaving other quality factors
unaffected [7]. In a study conducted by Riecke et al., participants
were able to understand changes in orientation within a known
environment based on two static pictures being shown after each
other [30]. In addition, Rahimi et al. could show that users were
able to understand rotational jumps in a feature-rich virtual envi-
ronment [28]. The use of user-controlled rotational jumps or Snap
Rotations has also become a common navigation enhancement for
commercial VR systems.

While related work shows that separate virtual rotations and
translations can be mentally integrated using environmental cues,
this two-step approach might become especially bothersome for ma-
neuvering, where both types of transformation are often required
at the same time.

2.3.2 Integrating Virtual Rotations and Translations. Several re-
searchers have described travel techniques that allow the simulta-
neous specification of position and orientation of the user within
the virtual space. Bozgeyikli et al., for example, presented an exten-
sion of jumping where users could prepare virtual rotations during
target specification. While some of their users appreciated the ef-
ficiency added by these Free Rotations, most of them complained
about feelings of dizziness and disorientation [3]. Contrasting re-
sults were reported by Funk et al., who compared the previously
described technique to their approach of curved jumping trajec-
tories [10]. Working on a target acquisition task, their users were
able to use Jumping with Free Rotations efficiently without indi-
cations of a heightened mental load, dizziness, or orientation loss
compared to regular jumps. The research of Kelly et al. and Cherep
et al. gives us further insights on the influence of the virtual scene
on the integration of virtual jumps. In their work, the terms par-
tially concordant and discordant define jumps affecting position only
and jumps affecting position and orientation together, respectively.
Users generally showed worse spatial orientation when using dis-
cordant jumping methods in comparison to partially concordant
jumping. This effect could, however, be partially mitigated allow-
ing users to orient themselves using spatial borders within the
environment and by adding landmarks to these boundaries [5, 16].

These results indicate that users can interpret discordant jumps
within an environment that supplies them with the necessary spa-
tial features to regain orientation after a jump. To our knowledge,
however, the use of virtual rotation techniques has not yet been
investigated in relation to different navigation tasks. We aim to
bridge this gap by comparing the advantages and disadvantages of a
newly developed specification method in relation to Snap Rotations
and jumping with integrated Free Rotations.
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3 INTERACTION DESIGN

Building on the results presented by related work (see Section ??)
we present an extension of the classic jumping metaphor called
Anchored Jumping to support maneuvering in Head Mounted Dis-
plays. This usage context motivates some specific requirements
that have guided our technique design:

Emphasis on POI selection. Anchored Jumping asks users to ex-
plicitly select a POI in the scene first and then follow-up with the
selection of the user’s new target position. Selecting the targeted
POI as a preparation step allows to infer the required change in
viewing angle during the selection of a new position automatically
instead of requiring manual adjustments by the user to ensure that
they will face the POI after the jump. Furthermore, an explicitly
selected POI can be kept for multiple jumps and therefore simplify
future target specification processes.

Instantaneous transitions. While target-based navigation has been
combined with slow or sped-up continuous transitions in previous
work to retain spatial awareness, we decided to use instantaneous
over continuous transitions which have been linked to higher com-
fort scored of HMD users [24]. This trade-off has been motivated
by positive results regarding spatial updating performances when
using jumping with instantaneous transitions in feature-rich indoor
spaces [5, 6, 16].

Restriction to yaw rotations. Several prior implementations of ma-
neuvering techniques allow the specification simultaneous changes
in all six degrees of freedom of a user’s viewing perspective. This
expressiveness can come with several undesired side effects that
are especially pronounced in head-mounted displays. First, abrupt
changes in user height or a misalignment of the virtual and phys-
ical ground plane might lead to unpleasant sensory conflicts be-
tween the experience of gravity by the vestibular system and the
expectations induced by visual feedback [29]. Second, simultaneous
changes around multiple rotational axes were linked to increases
in spatial disorientation and motion sickness [17]. As a result, we
designed Anchored Jumping to provide ground-based navigation
while inducing virtual rotations only around the upright axis.

Seamless integration. As reported by related work, maneuver-
ing is only one of three tasks a user might face when navigating
through a virtual space [2]. We therefore designed Anchored Jump-
ing to serve as an extension of the regular jumping process without
changing the target definition process for regular jumps that do not
feature any rotational changes. We furthermore suggest the combi-
nation of Anchored Jumping with other known rotation techniques
for jumping that are more suitable for exploration and search tasks.

3.1 Anchored Jumping

Following the typical two-step process of existing maneuvering
techniques, Anchored Jumping lets the user specify a center of ro-
tation, which then becomes the anchor for the viewing direction
when specifying the actual target position of the user in a second
step (Figure 1). To ensure a seamless integration into the regular
jumping process, the rotation axis is specified in a similar way as
the target in conventional jumping implementations (Figure 1 left).
After the user has confirmed the position of the rotation axis, an
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additional preview avatar allows for the specification of the user’s
target position. If the user lets go at this stage of the jumping pro-
cess, they can trigger a regular jump without rotation changes. By
moving the parabolic pointing ray away from the rotation axis and
outside of a set safety radius of 0.3m, the viewing direction of the
user’s future position is locked onto the axis which is visualized
as a geometry in the scene (Figure 1 middle). The introduction of
the safety zone ensures the technique’s compatibility with regular
jumping while also avoiding the large impact that small movements
close to the POI would have on the specified viewing direction. Af-
ter triggering an Anchored Jump, users are instantly teleported
to their specified destination and rotated to face the POL To pro-
vide the user with a visual connection between their previous and
current position, the axis is not hidden directly upon triggering
the virtual jump but progressively fades out within the next 0.5
seconds. Depending on the application scenario, the defined axis
can either only exist for one definition step or be reused as a static
rotation anchor for several consecutive jumps until it is explicitly
discarded. Applications that are particularly focused on presenting
specific objects could also predefine rotation axes that are activated
when the user stands near them. In our research for this paper,
we investigated the use of a pre-defined and static rotation axis in
a first preliminary study (Section 4) and the process of repeating
the complete interaction sequence for each anchored jump in our
second, mainly qualitative user study (Section 5).

3.2 Counter Turns

So far, we have assumed that the user always looks directly in the
direction of the rotation axis after performing an Anchored Jump.
This straightforward approach, however, can lead to a few unin-
tended side effects when a user performs multiple jumps around
an object. During the definition process for a new jump destina-
tion, the user often has to turn their gaze away from the point of
interest (POI) towards their new target position. If the following
teleport simply orients the user towards their point of interest, their
relative orientation towards their viewing target changes. In this
case, another jump into the same direction would cause the user to
turn even further away from their starting direction, which usually
leads to their body turning along. As a result, a sequence of jumps
might require the user to rotate their body several times, which
needs more physical space and can lead to discomfort. The initial
definition of the POI by the user allows for an alternative to this
mapping, which we call Anchored Jumping with Counter Turns as
opposed to Direct Turns. The idea is to neutralize the head’s turn
away from the POI while specifying the destination of the jump
by adding a corresponding rotation offset to the head orientation
after the jump (Figure 2). This requires the user to simply turn back
towards the object of interest and thus allows them to jump around
objects while keeping their interactions centered within a limited
angular range in the real-world space. This feature is especially
important for users who are seated in non-rotating chairs and for
those who need to face a certain direction to avoid losing tracking
in a constrained tracking setup or getting tangled in cables.
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Figure 2: Illustration of the effects that the two variants
of Anchored Jumping have on the spatial relations between
user and point of interest.

3.3 Combining Anchored Jumping with
Alternative Virtual Rotations Techniques

Anchored Jumping was designed to support maneuvering tasks
and can be combined with other approaches for specifying virtual
rotations that do not rely on the definition of a point of interest.
As a result, we propose a set of complementary virtual rotation
techniques that can be selected and operated with a single controller.
Besides Anchored Jumping, we suggest adding jumps with fully
integrated direction changes (Free Jumping) and the possibility to
turn on the spot in fixed increments (Snap Rotation).

For our Free Jumping technique, we decided to follow the map-
ping described by Bozgeyikli et al., which lets the user change
the orientation of their target position by rotating their controller
around its roll axis [3]. Our implementation maps a one-degree turn
of the controller to a two-degree turn of the target indicator in the
corresponding direction. Free Jumping is used instead of Anchored
Jumping as long as the target position stays within the small safety
zone around the POI as described in Section 3.1. Snap Rotations
of thirty degrees to the left and to the right can be triggered as an
alternative to Anchored and Free Jumping by simple button presses.

For our user studies, the different rotation techniques were im-
plemented using the HTC Vive controller. In our selected button
mapping for Anchored and Free Jumping, slightly touching the con-
troller’s trigger button activates the target ray while fully pressing
it confirms the selected position. The subsequent button release
triggers an instantaneous jump to the specified target position. Snap
Rotations to the left or right are activated by clicking the touchpad
button of the controller on the corresponding side.

4 PRELIMINARY USER STUDY

Our first preliminary user study investigated the influence of added
Counter Turns on the use and user reception of Anchored Jumping.

4.1 Study Design

Our preliminary study was carried out as a within-subjects study
with two conditions, one using Anchored Jumping with Direct Turns
and one with Counter Turns. All studies were carried out in compli-
ance with current health and safety regulations.

4.1.1  Technical Setup and Study Environment. To interact with the
virtual environments, participants of our study used an HTC Vive
Prohead-mounted display and one controller. Since virtual rotations
are especially useful for seated setups (see Section 2.3), participants
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sat on a swivel chair that was tracked by an attached tracking target.
To prevent users from getting caught in the cables of the HMD,
they were mounted on the ceiling of the study room. The scene
used for our pilot study was constructed and rendered using the
Unity3D engine. It consisted of a single room with some objects,
two windows and a doorway. A depiction of the study environment
from a user’s perspective can be found in Section 5.

4.1.2 Study Task. Each study condition consisted of two sets of
tasks, one using a small focus object and one using a large focus
object which users should inspect from different viewing angles.
To do this, they were asked to jump to indicated positions around
the respective focus object and to look at it from their new vantage
point. The target positions were placed on a radius of 1.5m around
the small and 2m around the large object.

There were nine different target positions for each object with
one task being an initial jump directly towards the target and eight
further tasks asking for turns of 30, 45, 90, or 105 degrees around
the object from the last position. The sub-tasks were presented in a
randomized order. To compare the effects of the Direct Turn and the
Counter Turn in isolation, we used one of the simplification methods
for Anchored Jumping described at the end of Section 3.1. Here, the
first stage of the definition process was excluded by setting a static
rotation anchor to which all jumps were automatically bound to.

4.1.3 Study Sequence and Measures. After users gave their in-
formed consent, the experiment started with a verbal explana-
tion of both study conditions, which were then presented in a
counterbalanced order. Each of the study conditions consisted of
a free exploration phase, where users could learn the technique
and ask questions, five unrecorded tutorial tasks, and finally the
two recorded task sequences described in Section 4.1.2. To keep
track of the users’ well-being during our study, we asked them
for a discomfort score after the completion of the tutorial as well
as after each set of tasks. The discomfort score was measured by
asking users the following question: “On a scale of 0-10, 0 being
how you felt coming in and 10 is that you want to stop, where are
you now?” [9, 29]. After the last task of each study condition, users
were additionally asked to rate how often they felt confused after a
jump in the virtual environment on a scale of 0 to 10. Participants
were then given the opportunity to take a break from wearing the
HMD and, when they felt ready to continue, completed the same
study sequence for the second condition. At the end of the study,
users were interviewed about their overall preference when it came
to the two presented methods as well as their opinion on the user
experience. After the successful completion of the study, which took
about 30min in total, participants were rewarded with an expense
allowance of 5 Euros.

4.2 Results

The sample of our first study consisted of 8 participants, two of
which were women. They were between 23 and 45 years of age
(M = 29.5 years, Med = 27 years). In adherence to the local health
and safety guidelines, the study sample was restricted to faculty
members and students of our university.

Figure 3 plots the angular range of physical rotations performed
by each user in each condition, which was measured by recording
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the forward direction of the head-mounted display in the tracking
space for each frame. The average angular extent covered by the
users’ movements was 110.62 degrees for Counter Turns (Med =
110°, 0 = 35.36°) and mostly centered around the initial viewing
direction. In the Direct Turn condition, an average angular extent of
325.75 degrees (Med = 342.0°, 0 = 43.16°) was covered. In particular,
all users performed continuous turns around their body axis with
half of the users requiring more than one full rotation to solve the

task.
p1 P2 P3 [ PS 3 7 P8
o GC
- Tw GC

Figure 3: Illustration of the amount of physical rotation per-
formed in our pre-study with each column representing a
participant in the Direct Turn (top row) and Counter Turn
condition (bottom row). The arrows indicate the starting ori-
entation of the HMD in the physical space while the colored
circle segments show all forward directions that occurred
during the course of the respective condition.

The average maximum difference between the users’ head direc-
tion and the forward direction of the chair was measured at 102.58
degrees for the Direct Turn (Med = 102.08°, 0 = 32.81°) and at 49.40
degrees for the Counter Turn condition (Med = 48.35°, 0 = 10.33°).
The confusion scores given by the users after each condition av-
eraged at 3.5 of 10 for the Direct Turn (Med = 2.5,0 = 3.34) and
0.75 out of 10 for the Counter Turn condition (Med = 0.0,0 = 1.16).
Throughout the experiment, our users reported average discom-
fort scores of 1.04 out of 10 points for the Direct Turn condition
(Med = 0.5,0 = 0.74) and 0.62 out of 10 points for the Counter Turn
condition (Med = 0.5,0 = 1.60). 6 of 8 users generally preferred
the Counter Turn condition with one of the remaining two users re-
marking that they would probably prefer it in a more open scenario
but did not need it during the study. The remaining participant
remarked that they preferred the Direct Turn because looking di-
rectly at the target after a jump matched their expectations of their
future orientation. When asked about their comfort level during
navigation, all but one user reported that they felt more comfortable
when using the Counter Turn method.

4.3 Discussion

While our sample for the preliminary study was not large enough
to warrant the use of statistical tests, we can draw some prelim-
inary conclusions from the reported data. Overall, the addition
of the Counter Turn had the intended effect on rotation behavior
by centering the users’ turns around their initial forward direc-
tion and preventing them from having to perform full revolutions
within their tracking space. The heightened user comfort that was
reported for the counter turns in our spatially unrestricted setup
could be explained by the angular differences between the users’
head and chair rotations, which went up to an average of 102.58
degrees when using Direct Turns. We also noted that the integration
of translation and rotation changes into one (discordant) jump did
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not seem to lead to disorientation in our pre-study, especially when
the Counter Turn method was active. This could indicate that the
planning process as well as the binding of the turns to a visible
feature in the environment supplied users with enough context to
mentally process their new positions within the environment.

5 SECOND USER STUDY

Since the ongoing global pandemic prevented us from carrying
out a user study with a large participant sample, we decided on an
exploratory study design with an emphasis on qualitative measures.
Based on related work and the preliminary findings of our pre-study,
we compared the use of the Anchored Jumping technique with
Counter Turns to the use of Free Jumping and to the combination of
partially concordant jumps and Snap Rotations. To gather data on
the whole definition process of Anchored Jumping and to ensure
compatibility between the three conditions, we decided to ask our
users to define a new rotation axis for every Anchored Jump instead
of providing a mechanism for keeping the rotation axis static as it
was done in the first user study.

Keeping in mind our goal to design a technique that would specif-
ically address the challenge of maneuvering for jumping navigation
while being compatible with other rotation mechanisms, our second
study design was guided by the following research questions:

RQ1 How do the three virtual rotation techniques influence per-
formance in a controlled maneuvering task?

RQ2 Can the suggested combination of all three virtual rotation
techniques be easily operated and understood?

RQ3 Which scenarios benefit from the use of each of the three
virtual rotation techniques?

To address all of these aspects with a limited study sample, our
study design consisted of two phases: one controlled study scenario
similar to our preliminary study (Section 5.1) and one more open
usage scenario (Section 5.2).

The overall study protocol resembled that of the first study,
beginning with the users signing a consent form and ending with
the completion of the free study scenario. The whole study took
around 60 minutes to complete and participation was rewarded with
an expense allowance of 10 Euros. A description of the technical
setup that was employed in both study scenarios and the virtual
study environment that was used in the controlled study scenario
can be found in Section 4.1.1.

5.1 Controlled Study Scenario

5.1.1 Study Task. Participants performed the Anchored Jumping,
Free Jumping and Snap Rotation conditions in a counterbalanced
order. Each condition consisted of four sets of tasks that appeared
in randomized order, two using small and mostly symmetric focus
objects and two using larger rectangular focus objects. Around
each of these objects, users were asked to complete six placement
tasks and look towards the object from the respective positions. To
ensure that users were able to both interact with the object and look
at it directly from the goal position, we added a sphere geometry
between the focus object and the target cone. After performing a
jump to the target position, users were asked to touch the sphere,
which then faded away to reveal a word that had to be read out
aloud. A visualization of the task process can be found in Figure 4.



Virtual Rotations for Maneuvering

The tasks assigned to each of the objects were comprised of jumps
in both rotational directions with individual tasks asking users to
perform jumps with turns of 45, 90 and 180 degrees. The sequence
of these tasks was randomized, but it was ensured that each type of
task appeared with identical frequencies in each study condition.

Figure 4: The process of a single task item in our study,
which starts by jumping to the position of the target cone
(shown on the left) and then asks the user to turn towards
the target sphere (middle) and touch it to reveal a randomly
selected word (right) to be read aloud.

5.1.2  Study Sequence and Measures. The three conditions were
presented in counterbalanced order. Each condition consisted of
a free try-out stage, five unrecorded tutorial tasks, and the four
recorded task sets as described in Section 5.1.1. The discomfort
scores were collected after the tutorial, at the halfway point of the
recorded tasks, and after the completion of all recorded tasks in
each condition. At the end of each condition, users were asked
for their confusion scores and given the opportunity to take a
break from wearing the HMD. Having completed all three study
conditions, users were asked to take off the HMD and rest for at
least 5 minutes until they were comfortable to continue with the
free study scenario.

5.2 Free Study Scenario

The virtual environment for this part of the study consisted of a
highly detailed indoor environment!, which can be seen in Figures
1and 5.

Figure 5: The virtual environment used for our second study
scenario. The turquoise square marks the user’s starting
point in the virtual scene. The yellow and orange squares
mark the features that users were asked to inspect in more
detail.

!https://assetstore.unity.com/packages/3d/environments/urban/archvizpro-interior-
vol-6-120489
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Since the goal of the second study part was to investigate how
participants would use the three techniques in an open scenario, the
main task was to explore the whole virtual environment and to form
an opinion about the combination of all available techniques for
defining virtual rotations. After users had explored the house and
tested all techniques to their own satisfaction, they were asked to
navigate to four different rooms and fulfill one task in each of them
that was derived from typical maneuvering scenarios. By employing
this mix of free exploration, task-driven search and maneuvering,
we ensured that all three main use cases of navigation had been
addressed by each user. After fulfilling the tasks in the virtual
environment, they took off the HMD for a qualitative interview.

6 RESULTS

The sample of our study consisted of 12 participants, four of which
were women. They were between 23 and 45 years of age (M = 28.0
years, Med = 27.5 years) and were selected according to the criteria
described in Section 4.2.

6.1 Quantitative Measures

The average time taken for the target specification of a jump was
5.47s for Anchored Jumping (Med = 5.22s o = 1.41s), 4.82s for Free
Jumping (Med = 4.59s ¢ = 1.65s), and 3.21s for Snap Rotations
(Med = 3.01s, 0 = 1.22s). The average subsequent times between
the execution of the jump and users touching the sphere were
measured at 1.12s for Anchored Jumping (Med = 1.06s, o = 0.36s),
1.40s for Free Jumping (Med = 1.31s, 0 = 0.49s), and 2.53s for
Snap Rotations (Med = 1.98s, o = 0.95s). The distributions of these
durations are visualized in Figure 6 (left).

Task Completion Times Confusion Scores
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Figure 6: Boxplots showing the time users took to specify a
jump and to subsequently touch the target sphere (left) as
well as the confusion scores that they reported after each
condition (right).

The confusion scores given after each condition averaged at 0.67
out of 10 for Anchored Jumping (Med = 0.0, ¢ = 1.16), 1.42 for
Free Jumping (Med = 1.0, o = 1.73), and 1.08 for Snap Rotations
(Med = 1.0, 0 = 1.24). The distribution of these scores is visualized
in Figure 6 (right). The mean value of the three measurements of
discomfort per condition averaged at 0.92 for Anchored Jumping


https://assetstore.unity.com/packages/3d/environments/urban/archvizpro-interior-vol-6-120489
https://assetstore.unity.com/packages/3d/environments/urban/archvizpro-interior-vol-6-120489

VRST ’21, December 8-10, 2021, Osaka, Japan

(Med = 0.5, 0 = 1.12), 0.69 for Free Jumping (Med = 0.17, 0 = 0.94),
and 1.22 for Snap Rotations (Med = 0.5, 0 = 1.71).

6.2 Interview Answers

The following section summarizes the remarks that were made
during our qualitative interview. Numbers behind statements in-
dicate how many participants referred to a certain aspect in their
interview.

6.2.1 Snap Rotation.

Advantages. When asked about the positive qualities of Snap
Rotations, users appreciated the ease of use and simplicity of the
technique, calling it “straight forward”, “easy”, “simple”, “fast”, and
“Intuitive” (5). Users also remarked that they had “nothing to think
about” and that they felt “no confusion” (2). Three users mentioned
that they already knew the technique from other applications or
toolsets. One user remarked that they felt safer using Snap Rotations
since they did not have to turn their chair to look around.

Disadvantages. Negative aspects were the amount of time (2) and
effort (2) that this method took for larger turns. Two users found
the technique annoying and three users found it uncomfortable.
Four users also mentioned the lack of precision of this technique
due to the fact that the rotation angle was fixed to 30°.

Use Cases. When asked about situations in which they employed
Snap Rotations, participants mentioned situations in which they
wanted to make fast movements (2) or smaller, often correctional
changes (4). The most-named application case was looking around
while staying in the same position (5), especially in corners where
there is not enough space to set a new target position (3). Only one
user never used the Snap Rotations in the free study scenario since
they found it too annoying.

6.2.2 Free Jumping.

Advantages. Commenting on the Free Jumping technique, users
generally reported that they found it intuitive and easy to use (5)
and liked it especially for defining smaller changes in direction (3).
One user remarked that they could achieve precise positioning with
the technique while the rotation definition worked “well enough”.

Disadvantages. Three users reported that they needed to get used
to the technique and were sometimes confused by their change in
orientation. Other users found the defined rotations to be “not pre-
cise” (2) or “difficult to get right” (1). One user mentioned that it was
difficult for them to control rotations and translations at the same
time. Seven users considered the technique to be uncomfortable to
use in some situations. Two users especially named larger turns as
difficult, and two others found the technique to be awkward when
selecting positions at their side or in close range.

Use Cases. Free Jumping was deemed suitable for the definition
of small (3) and fast (3) changes or minor adjustments to the rotation
after a previous jump. The technique was used mostly for “coarse,
imprecise” (2) or “general” changes in direction or to look in a
general direction and not at a target (3). One user each named “small
adjustments around an object” and wanting to look at “something
on a wall” as application cases for the Free Jumping technique.
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Five users named the “free exploration of rooms” and “general
navigation” as use cases for such turns.

6.2.3 Anchored Jumping.

Advantages. The Anchored Jumping technique was appreciated
by eight users for its precision when wanting to look at a certain
object in the environment. Three users commented on the technique
as being “convenient”, “less confusing”, or putting the “least amount
of stress” on them. One user also remarked that the technique was
“fast and easy” after they had learned to use it.

Disadvantages. Several users remarked that they needed a little
more time to understand the technique when compared to the
others (4) with some commenting that changing the definition
process from thinking mostly about the position they wanted to
stand in to thinking about the position that they wanted to look at
was difficult to them (3). One user did not find the technique helpful
for small adjustments, and one user remarked that the movement
range of the technique was reduced due to them having to place
the rotation axis.

Use Cases. When listing use cases for the Anchored Jumping
technique, all users mentioned situations where they wanted to
“directly look at” or “inspect” a certain object of interest. Only one
user remarked that they had used both the Anchored Jumping and
the Free Jumping method for this task and preferred Free Jumping
because of its simplicity. Another user mentioned that they used
the technique when wanting to make large turns, which were un-
comfortable or annoying to define with the two other techniques.
Two users mentioned that they would like to use Anchored Jumping
specifically in museum contexts to “inspect artifacts” or to position
themselves in relation to an object of interest without incidentally
walking into someone.

6.2.4 Combination of Techniques. Commenting directly on the
combination of the three techniques, users appreciated the freedom
and flexibility to choose the rotation technique matching their
needs (3). Users also liked that they only needed two buttons for the
definition of all rotation changes (2) and generally considered the
set to be very useful (5) and “rather intuitive”. Two users mentioned
that it took them a little practice to use it (2) with one user naming
the switch between the definition processes of Anchored and Free
Jumping as the main difficulty. All but one user remarked that
they found use cases where they used each of the techniques with
some mentioning that they mostly used a combination of Snap
Rotations and Free Jumping for their explorations while turning to
Anchored Jumping for the given maneuvering tasks (3). One person
mentioned that they did not need Snap Rotations while another
user mentioned that they preferred to only use the Free Jumping
method. Seven users did not report on any conflicts between the
techniques, and three users mentioned small conflicts that could
be dealt with easily or avoided with practice. One user reported
that they did not really experience any conflicts since they used
the Free Jumping technique almost exclusively. When users were
asked if they would change anything about the integration of the
techniques, nine users stated that they would generally leave all of
the techniques available at the same time with three remarking that
it could be a use-case dependent decision in more simple scenarios.
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Two users suggested making the switch between Anchored Jumping
and Free Jumping more explicit, and one user commented that they
did not like the Snap Rotation technique and would leave it out
completely.

6.3 Discussion

Taking into account both the quantitative measures gathered in
our controlled study scenario and the qualitative data gathered
in the final interview, we can draw some preliminary conclusions
with respect to our three research questions. When asking about
each technique’s appropriateness for maneuvering tasks (RQ1), the
feedback for Anchored Jumping seemed to fulfill our expectations.
Most users preferred it for the controlled task scenario and used
it when they wanted to look directly at an object in the free sce-
nario. While Free Jumping was deemed usable for maneuvering
tasks and liked for its simplicity, most users found Snap Rotations
annoying and tedious when offered as the only option for maneu-
vering. Although quantitative measures show that the specification
of jumps without integrated turns took the least amount of time,
the observed dissatisfaction with Snap Rotations motivates the use
of integrated techniques for any task that requires simultaneous
changes in position and rotation. According to our quantitative
measures, participants took more time for the specification of An-
chored Jumps, but they needed the least amount of time to touch the
target sphere after a virtual jump and reported the lowest confusion
scores for this technique. This indicates a trade-off between work
invested in the definition process and the precise definition of the
target position which was also reflected in comments praising the
technique’s usability. To benefit from the precision introduced by
Anchored Jumps while achieving a similar ease of use as Free Jump-
ing, the repeated use of a defined rotation axis should be considered
in maneuvering-heavy scenarios. When talking about individual
use cases for the three different techniques (RQ3), both Free Jump-
ing and Snap Rotations were employed for different purposes. The
strength of Free Jumping seems to lie in its simple and fast defini-
tion process for coarse adjustments during exploration while its
limitations were the lower degree of precision and the resulting
higher degree of confusion. This problem has also been mentioned
by related work [3], but it seems to have been partially mitigated
by the visual richness of the virtual scene of our free study scenario.
As some users reported on experiencing some strain when using
their wrist for the definition of larger virtual rotations, future ap-
plications should investigate a dynamic gain instead of a constant
amplification factor to enable small precise and large effortless
rotations. While most users did not like to use Snap Rotations exclu-
sively, they were applied to look around or to navigate out of tight
corners in the environment, which makes them a useful addition to
the other rotation techniques. In conclusion, all three techniques
for specifying virtual rotations had their individual use cases in
the free study scenario with Anchored Jumping mostly being used
for maneuvering and for the detailed inspection of room features.
Free Jumping and Snap Rotations, on the other hand, enabled users
to freely explore the environment as a whole. This complementar-
ity was highly appreciated and left a rather positive impression
concerning the usability of all techniques together (RQ2).
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Generally, the observed user behavior and feedback imply that
the problems that often lead to the avoidance of virtual rotation
techniques in implementations for free navigation did not apply as
heavily in our study’s feature-rich indoor scenarios as they might
do in more spacious virtual environments. This result is in accord
with related work on the spatial integration of discordant jumps,
including virtual changes to both position and rotation [5, 16].
Furthermore, none of our users reverted to the exclusive use of
physical rotations after they had used our set of virtual rotation
techniques even though they were seated in an easy-to-turn swivel
chair.

7 CONCLUSION AND FUTURE WORK

In this paper, we introduced Anchored Jumping for effective maneu-
vering using short-range teleportation. Our technique allows users
to explicitly select a point of interest in the virtual environment
to specify the intended viewing direction after a virtual jump. In
addition, we showed how Anchored Jumping can be seamlessly
combined with other common rotation techniques for exploration
and search tasks. From our preliminary study, we conclude that
adding counter rotations to Anchored Jumping is highly beneficial
for reducing the required body rotations. From our second study,
we conclude that Anchored Jumping allows precise placements
with respect to objects of interest and seamlessly complements Free
Jumping and Snap Rotations. Even though users were seated on
fully rotating swivel chairs in our studies, all of them preferred
the use of our integrated set of virtual rotation techniques over
performing physical turns, which indicates that they are a valid
alternative to physical rotations.

Because we were not able to carry out a large enough user study
for statistical analyses, further research is needed to verify the ap-
plicability of our preliminary results to a broader user base. Such
further research could also investigate the difference between stand-
ing and seated usage scenarios and the influence of different virtual
environments in order to make further recommendations on when
virtual rotations should be employed. With some of our users specif-
ically mentioning museum contexts as an application scenario of
Anchored Jumping, it would be interesting to see if virtual maneu-
vering changes the behavior of visitors of virtual museums, for
example if it encourages them to investigate objects from different
sides. When only a few important artifacts are present in such a
scenario, the trade-off between the freedom of letting the users set
arbitrary points of interest and simply choosing from a pre-defined
set of anchor axes chosen by the curator could be investigated.
Finally, with the rising popularity of social VR systems, it is further
relevant to study how Anchored Jumping can be used for group
navigation in multi-user settings.
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