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MR360: Mixed Reality Rendering for 360° Panoramic Videos

Taehyun Rhee, Member, IEEE, Lohit Petikam, Benjamin Allen, and Andrew Chalmers

Fig. 1: Examples of MR360 applications: from the left, two examples of real-time rendering with deformable moving objects in
different dynamic video backgrounds, and an example of user interaction used to manipulate composited virtual objects using HTC
Vive motion controllers.

Abstract— This paper presents a novel immersive system called MR360 that provides interactive mixed reality (MR) experiences
using a conventional low dynamic range (LDR) 360° panoramic video (360-video) shown in head mounted displays (HMDs). MR360
seamlessly composites 3D virtual objects into a live 360-video using the input panoramic video as the lighting source to illuminate the
virtual objects. Image based lighting (IBL) is perceptually optimized to provide fast and believable results using the LDR 360-video as
the lighting source. Regions of most salient lights in the input panoramic video are detected to optimize the number of lights used to
cast perceptible shadows. Then, the areas of the detected lights adjust the penumbra of the shadow to provide realistic soft shadows.
Finally, our real-time differential rendering synthesizes illumination of the virtual 3D objects into the 360-video. MR360 provides the
illusion of interacting with objects in a video, which are actually 3D virtual objects seamlessly composited into the background of the
360-video. MR360 was implemented in a commercial game engine and tested using various 360-videos. Since our MR360 pipeline
does not require any pre-computation, it can synthesize an interactive MR scene using a live 360-video stream while providing realistic
high performance rendering suitable for HMDs.

Index Terms—Mixed reality rendering, image based lighting, image based shadowing, 360°panoramic video

1 INTRODUCTION

Head Mounted Displays (HMDs) are ideal devices for Virtual Reality
(VR), providing an immersive viewing experience with a wide field
of regard in stereoscopic viewing. Recent advances in hardware tech-
nology have led to consumer level HMDs. Although HMDs are often
associated with 3D interaction in virtual environments (VE) such as
video games, the technology also allows the opportunity for immersive
video viewing experiences.

360° panoramic video (360-video) captures omni-directional views
from the surrounding environment. The combination of 360-videos
and HMDs brings immersive experiences that are far beyond those of
conventional videos viewed on flat screens. The viewer is free to look in
any direction while the view changes accordingly. It provides a strong
sense of presence that is often required for immersive applications.
Due to the potential benefits, the capturing devices for 360° panoramic
images and videos are readily available, and as a result 360-video
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streaming services are now popular from websites such as YouTube
and Facebook.

However, today’s platforms have major limitations. While 360-
videos allow for natural visuals from the real-world, interactions are
limited to the head motion without rich interaction with the scene ob-
jects in the offline video. Online visualization of VEs (e.g., 3D games)
can potentially support such interactivity, but often have limited visual
quality, since real-time photorealistic rendering is still a challenging
and active research issue in computer graphics.

Solving this problem will require combined innovation. We propose
a new media and system called MR360, which combines mixed reality
(MR) and 360-videos. MR360 seamlessly composites 3D virtual ob-
jects into a live 360-video using the input panoramic video as both the
light source to illuminate the virtual objects and the backdrop to com-
posite the rendered 3D virtual objects into. The new media provides
viewers the illusion of interaction with objects in a 360-video.

In order to maximize the immersive experience, MR360 needs to
meet the requirements for both high visual quality for seamless compo-
sition, and performance for real-time rendering. Image Based Lighting
(IBL) illuminates 3D objects using High Dynamic Range (HDR) radi-
ance maps surrounding the environment [1, 8]. Although a 360-video
can be used for environment lighting, the low dynamic range (LDR)
data captured from conventional 360-video cameras cannot provide
sufficient dynamic range for IBL. High performance rendering is par-
ticularly important to mitigate visual discomfort in modern HMDs [43].
However, in order to support live video streams as well as interaction
with virtual objects, we cannot use rendering methods that require
pre-computation [19, 39]. Finally, differential rendering [7] has been
used for compositing synthetic objects with realistic lighting in MR.
However, this needs to be extended for a live 360-video background.

In this paper, we present a novel system called MR360 that provides

Fig. 2: MR360 system overview.

solutions to the above challenges. We optimize resources and algo-
rithms for IBL to allow a LDR 360-video as the light source in a manner
supported by recent perceptual studies [2, 4]. Then, the most salient
lights are detected from the 360-video to cast only perceptible shadows
for fast differential rendering. Our perceptually optimized setup can
provide visually believable outputs for illumination composition of
MR rendering at a high frame rate. To our knowledge, photorealistic
real-time MR rendering for dynamic scenes with a live 360-video has
not been fully integrated in a game engine and evaluated in previous
research.

The main contributions of our paper can be summarized as follows;

• We present a novel immersive interactive system that allows
user interaction with a conventional 360-video containing 3D
virtual objects seamlessly composited into the panoramic video
background.

• We provide realistic illumination of 3D virtual objects using a
LDR 360-video as the light source. Our perceptually optimized
scheme presents high visual quality and rendering speed.

• We present perceptually based thresholding for real-time image
based shadowing (IBS). Salient lights are detected from the 360-
video providing optimal realistic shadows for real-time differen-
tial rendering.

• MR360 has been implemented in a commercial game engine,
Unreal Engine 4 (UE4), to provide a practical solution for studio
artists. MR360 shows high performance suitable for modern
HMDs.

• MR360 does not require any pre-computation, and therefore pro-
vides rich user interaction that is beyond the scope of conventional
360-videos; e.g. manipulating dynamic objects within a live 360-
video stream in varying lighting conditions. The visual quality
and users immersion have been measured by user tests using a
HTC Vive headset and motion controllers.

The mixed reality setup in MR360 has the potential to provide a
more photorealistic output compared to full 3D real-time rendering.
Since we can focus on rendering only the composited virtual objects in
MR, the computing power of the GPU can be focused specifically on
those objects. The overview of the MR360 system is shown in Figure 2.

2 RELATED WORK

2.1 Mixed Reality (MR) Rendering
Differential rendering using real-world lighting captured from HDR
radiance maps has been presented by Debevec [7], and the concept has
been adapted to MR rendering. Instant radiosity [20] and reflective

shadow maps [26] have been utilized for real-time MR rendering using
virtual point lights. GPU based ray-tracing is used for high-quality
AR rendering [17, 24]. In their method, blob detection is used to
estimate lights in a radiance map, which provides photorealistic output
evaluated by user tests. This requires manual thresholding, which has
been automated in MR360, detailed in Section 4. Ray-tracing based
approaches show high visual quality but are not yet suitable for high
performance rendering of complex scenes. Light propagation volumes
and voxel cone tracing have been adapted to MR rendering [10, 11]
and provide fast global illumination, where the median cut algorithm
is used to extract light sources from a hemispherical camera image in
each frame [10]. Most of the previous papers assume the real-world
geometry is known or manually created. Using the RGB-D sensing
camera, 3D real-world geometry can be reconstructed online [31], and
the results have been adapted in MR rendering recently [13, 14, 26].
In addition to scene geometry, lighting can be estimated using inverse
rendering [13,14]. However, adapting the sophisticated light estimation
step and spherical harmonics (SH) compression for real-time rendering
limits visual quality with only diffuse light transportation, directional
light source, and white light source in [14]. Other related works in
MR rendering are feasible but we rely on further surveys from a recent
survey paper [22].

2.2 Lighting and Sampling from Radiance Maps
Image based lighting (IBL) [7] uses captured real-world HDR radiance
maps for illuminating virtual objects. Photorealistic IBL with accurate
shadows is typically reserved for off-line rendering due to the high cost
of sampling the radiance map. However, some methods approximate
this process for real-time purposes.

Ramamoorthi et al. [36] use a spherical harmonic (SH) basis to
approximate the radiance map’s diffuse properties. It is shown that 3
bands can approximate the diffuse lighting [37]. The occlusion is also
baked using SHs per vertex on static geometry in an offline process. At
run-time, the product between a SH representation of the radiance map
and the baked occlusion coefficients produces soft shadows which can
be rotated in real-time. The limitation of this approach is that it cannot
account for high frequency shadows.

Ng et al. [32, 33] solve this problem by using a Haar wavelet basis.
However, this requires a high number of coefficients (approximately
400 for sharp shadows) as well as high resolution meshes to store
the wavelet coefficients. The cost of a high resolution mesh can be
mitigated by mesh LOD reduction in areas with no shadows [21],
although this introduces an overhead in geometry processing which
may not be suitable for real-time applications.

Debevec et al. [9, 42] use a median or variance cut algorithm to
sample lights in the radiance map. However, such sampling schemes are
still not a desirable approach for real-time applications, as the number
of samples required is still too high. To achieve interactive shadowing
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Fig. 1: Examples of MR360 applications: from the left, two examples of real-time rendering with deformable moving objects in
different dynamic video backgrounds, and an example of user interaction used to manipulate composited virtual objects using HTC
Vive motion controllers.

Abstract— This paper presents a novel immersive system called MR360 that provides interactive mixed reality (MR) experiences
using a conventional low dynamic range (LDR) 360° panoramic video (360-video) shown in head mounted displays (HMDs). MR360
seamlessly composites 3D virtual objects into a live 360-video using the input panoramic video as the lighting source to illuminate the
virtual objects. Image based lighting (IBL) is perceptually optimized to provide fast and believable results using the LDR 360-video as
the lighting source. Regions of most salient lights in the input panoramic video are detected to optimize the number of lights used to
cast perceptible shadows. Then, the areas of the detected lights adjust the penumbra of the shadow to provide realistic soft shadows.
Finally, our real-time differential rendering synthesizes illumination of the virtual 3D objects into the 360-video. MR360 provides the
illusion of interacting with objects in a video, which are actually 3D virtual objects seamlessly composited into the background of the
360-video. MR360 was implemented in a commercial game engine and tested using various 360-videos. Since our MR360 pipeline
does not require any pre-computation, it can synthesize an interactive MR scene using a live 360-video stream while providing realistic
high performance rendering suitable for HMDs.
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1 INTRODUCTION

Head Mounted Displays (HMDs) are ideal devices for Virtual Reality
(VR), providing an immersive viewing experience with a wide field
of regard in stereoscopic viewing. Recent advances in hardware tech-
nology have led to consumer level HMDs. Although HMDs are often
associated with 3D interaction in virtual environments (VE) such as
video games, the technology also allows the opportunity for immersive
video viewing experiences.

360° panoramic video (360-video) captures omni-directional views
from the surrounding environment. The combination of 360-videos
and HMDs brings immersive experiences that are far beyond those of
conventional videos viewed on flat screens. The viewer is free to look in
any direction while the view changes accordingly. It provides a strong
sense of presence that is often required for immersive applications.
Due to the potential benefits, the capturing devices for 360° panoramic
images and videos are readily available, and as a result 360-video
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streaming services are now popular from websites such as YouTube
and Facebook.

However, today’s platforms have major limitations. While 360-
videos allow for natural visuals from the real-world, interactions are
limited to the head motion without rich interaction with the scene ob-
jects in the offline video. Online visualization of VEs (e.g., 3D games)
can potentially support such interactivity, but often have limited visual
quality, since real-time photorealistic rendering is still a challenging
and active research issue in computer graphics.

Solving this problem will require combined innovation. We propose
a new media and system called MR360, which combines mixed reality
(MR) and 360-videos. MR360 seamlessly composites 3D virtual ob-
jects into a live 360-video using the input panoramic video as both the
light source to illuminate the virtual objects and the backdrop to com-
posite the rendered 3D virtual objects into. The new media provides
viewers the illusion of interaction with objects in a 360-video.

In order to maximize the immersive experience, MR360 needs to
meet the requirements for both high visual quality for seamless compo-
sition, and performance for real-time rendering. Image Based Lighting
(IBL) illuminates 3D objects using High Dynamic Range (HDR) radi-
ance maps surrounding the environment [1, 8]. Although a 360-video
can be used for environment lighting, the low dynamic range (LDR)
data captured from conventional 360-video cameras cannot provide
sufficient dynamic range for IBL. High performance rendering is par-
ticularly important to mitigate visual discomfort in modern HMDs [43].
However, in order to support live video streams as well as interaction
with virtual objects, we cannot use rendering methods that require
pre-computation [19, 39]. Finally, differential rendering [7] has been
used for compositing synthetic objects with realistic lighting in MR.
However, this needs to be extended for a live 360-video background.

In this paper, we present a novel system called MR360 that provides

Fig. 2: MR360 system overview.

solutions to the above challenges. We optimize resources and algo-
rithms for IBL to allow a LDR 360-video as the light source in a manner
supported by recent perceptual studies [2, 4]. Then, the most salient
lights are detected from the 360-video to cast only perceptible shadows
for fast differential rendering. Our perceptually optimized setup can
provide visually believable outputs for illumination composition of
MR rendering at a high frame rate. To our knowledge, photorealistic
real-time MR rendering for dynamic scenes with a live 360-video has
not been fully integrated in a game engine and evaluated in previous
research.

The main contributions of our paper can be summarized as follows;

• We present a novel immersive interactive system that allows
user interaction with a conventional 360-video containing 3D
virtual objects seamlessly composited into the panoramic video
background.

• We provide realistic illumination of 3D virtual objects using a
LDR 360-video as the light source. Our perceptually optimized
scheme presents high visual quality and rendering speed.

• We present perceptually based thresholding for real-time image
based shadowing (IBS). Salient lights are detected from the 360-
video providing optimal realistic shadows for real-time differen-
tial rendering.

• MR360 has been implemented in a commercial game engine,
Unreal Engine 4 (UE4), to provide a practical solution for studio
artists. MR360 shows high performance suitable for modern
HMDs.

• MR360 does not require any pre-computation, and therefore pro-
vides rich user interaction that is beyond the scope of conventional
360-videos; e.g. manipulating dynamic objects within a live 360-
video stream in varying lighting conditions. The visual quality
and users immersion have been measured by user tests using a
HTC Vive headset and motion controllers.

The mixed reality setup in MR360 has the potential to provide a
more photorealistic output compared to full 3D real-time rendering.
Since we can focus on rendering only the composited virtual objects in
MR, the computing power of the GPU can be focused specifically on
those objects. The overview of the MR360 system is shown in Figure 2.

2 RELATED WORK

2.1 Mixed Reality (MR) Rendering
Differential rendering using real-world lighting captured from HDR
radiance maps has been presented by Debevec [7], and the concept has
been adapted to MR rendering. Instant radiosity [20] and reflective

shadow maps [26] have been utilized for real-time MR rendering using
virtual point lights. GPU based ray-tracing is used for high-quality
AR rendering [17, 24]. In their method, blob detection is used to
estimate lights in a radiance map, which provides photorealistic output
evaluated by user tests. This requires manual thresholding, which has
been automated in MR360, detailed in Section 4. Ray-tracing based
approaches show high visual quality but are not yet suitable for high
performance rendering of complex scenes. Light propagation volumes
and voxel cone tracing have been adapted to MR rendering [10, 11]
and provide fast global illumination, where the median cut algorithm
is used to extract light sources from a hemispherical camera image in
each frame [10]. Most of the previous papers assume the real-world
geometry is known or manually created. Using the RGB-D sensing
camera, 3D real-world geometry can be reconstructed online [31], and
the results have been adapted in MR rendering recently [13, 14, 26].
In addition to scene geometry, lighting can be estimated using inverse
rendering [13,14]. However, adapting the sophisticated light estimation
step and spherical harmonics (SH) compression for real-time rendering
limits visual quality with only diffuse light transportation, directional
light source, and white light source in [14]. Other related works in
MR rendering are feasible but we rely on further surveys from a recent
survey paper [22].

2.2 Lighting and Sampling from Radiance Maps
Image based lighting (IBL) [7] uses captured real-world HDR radiance
maps for illuminating virtual objects. Photorealistic IBL with accurate
shadows is typically reserved for off-line rendering due to the high cost
of sampling the radiance map. However, some methods approximate
this process for real-time purposes.

Ramamoorthi et al. [36] use a spherical harmonic (SH) basis to
approximate the radiance map’s diffuse properties. It is shown that 3
bands can approximate the diffuse lighting [37]. The occlusion is also
baked using SHs per vertex on static geometry in an offline process. At
run-time, the product between a SH representation of the radiance map
and the baked occlusion coefficients produces soft shadows which can
be rotated in real-time. The limitation of this approach is that it cannot
account for high frequency shadows.

Ng et al. [32, 33] solve this problem by using a Haar wavelet basis.
However, this requires a high number of coefficients (approximately
400 for sharp shadows) as well as high resolution meshes to store
the wavelet coefficients. The cost of a high resolution mesh can be
mitigated by mesh LOD reduction in areas with no shadows [21],
although this introduces an overhead in geometry processing which
may not be suitable for real-time applications.

Debevec et al. [9, 42] use a median or variance cut algorithm to
sample lights in the radiance map. However, such sampling schemes are
still not a desirable approach for real-time applications, as the number
of samples required is still too high. To achieve interactive shadowing
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from dynamic environment maps, Supan et al. [40] use a dome of fixed
shadow casting lights whose shadow strength is determined by the color
of the downsampled environment map behind the light. However, their
approach struggles to reproduce hard shadows and its performance does
not scale well with quality.

2.3 360° Panoramic Video
Traditionally, VR uses 3D computer graphics to model and render
virtual environments (VE) in real-time. Although recent graphics hard-
ware supports realistic real-time rendering, creating high quality 3D
VEs involves laborious and skilled tasks, and the rendering quality
is still limited by real-time constraints. Image based rendering uses
captured real-world images for presenting VEs [6, 12]. Panoramic im-
ages [5, 28, 41] and videos [35] have been used to present rich telepres-
ence using collections of captured real-world images. 360° panoramic
images and videos can be regarded as orientation-independent [5], since
they provide information around the 360° view, which is ideal for dis-
play in HMDs. The 360-video is captured by a device with a special
camera lens [30] or multiple-camera rigs [35]. In order to provide better
visual quality for 360-videos, several technical problems still need to
be addressed but they are beyond the scope of our paper. We rely on a
survey of the details from recent related papers such as parallax free
stitching [25, 34, 44] and the spherical projection [3, 25].

2.4 Mixed Reality Rendering with 360° Panoramic Video
MR rendering with a live 360-video is challenging since the preprocess-
ing often required to support real-time performance such as precom-
puted radiance transfer (PRT) [39] is not practical for live video streams.
Also, conventional LDR 360-videos do not provide the dynamic range
of HDR radiance maps, which require multi-exposure images, or a spe-
cial device setup for capturing. Few recent works have addressed this
problem. Hajisharif et al. [15] use HDR light probe image sequences
captured from a high resolution HDR camera, and use PRT [39] for IBL.
Due to the required offline precomputation to calculate SH transfer co-
efficients, their scene is limited to static Lambertian objects. Kronander
et al. [23] use an additional HDR video camera mounted underneath
the primary LDR video camera shooting the scene. This HDR video
camera records the environment via an attached light probe for IBL.
Michiels et al. [29] directly uses LDR 360-videos as the light source
for their IBL based on spherical radial basis functions (SRBF). Due
to the limited radiance values from the LDR environment map, their
final rendering quality is limited. Also, the required precomputation
for SRBF makes it difficult to support live video streams. Recent work
by Iorns and Rhee [16] relies on perceptual studies [2, 4] showing that
proper inverse tone-mapping can reconstruct the dynamic range of the
LDR radiance map to make the final IBL result more believable for
human viewers. Their perceptually optimized scheme provides visually
promising IBL at a high frame rate using a LDR 360-video. Since
their method does not require any pre-computation, it supports live
360-video streams as dynamic light sources. We adapt their method to
MR360 for real-time IBL.

Based on our survey, none of the above works addressed realistic
dynamic shadows from live 360-videos without precomputation, which
is required for illumination composition of virtual objects into the 360-
video background. To the best of our knowledge, this is the first paper
to present a complete pipeline and practical solutions for realistic MR
rendering for live LDR 360-video streams using the video as both the
light source and backdrop for differential rendering.

3 REAL-TIME IBL USING 360-VIDEO

IBL supports photorealistic rendering of virtual objects using real-world
lighting. For high-performance IBL from LDR 360-video, we adopt
perceptually based rendering schemes [4, 16].

3.1 Perceptually Based IBL
In MR360, input LDR 360-video streams are used as dynamic real-
world radiance maps to illuminate virtual objects. Since lighting and
materials are reciprocal in illumination [38], the radiance map has

Input 256x128 IBL (256x128)

128x64 64x32 IBL (64x32)

Fig. 3: Comparison of IBL rendering using diffuse radiance maps of
various resolutions

been reconstructed to represent illumination of diffuse, glossy, and
mirror-like specular materials.

For diffuse illumination, a diffuse radiance map is generated per
frame. When using the perceptually optimized radiance map, reducing
the resolution for a tiny radiance map (e.g. 32 × 16 pixels) [16], we
optimize computation costs to generate the diffuse map per frame while
maintaining perceptible visual quality in IBL (see Figure 3). Once the
diffuse radiance map for each frame is generated, the diffuse lighting
for any point on an object’s surface consists simply of a single texture
lookup.

Mirror-like specular reflection can be simply achieved by environ-
ment mapping, but glossy specular reflection is computationally expen-
sive. We can approximate glossy specular reflection with mipmaps in a
similar manner to our diffuse illumination. The sampling radius around
the specular direction depends on the surface roughness parameter re-
lated to the glossy lobe. In a radius around the specular direction, we
can sample a mipmap chain of specular radiance maps at an appropriate
level, for example, a higher resolution mipmap level is sampled for
lower roughness. Glossy specular lighting can be approximated using
a fixed number of texture lookups per rendering fragment. As guided
by [16], 18 samples can be used inside the primary glossy lobe, and 18
samples outside it.

In our GPU implementation, every 360-video frame is convolved
by a GPU shader, which outputs a diffuse radiance map and multiple
specular radiance maps to multiple render targets. The radiance maps
are then applied to IBL for virtual objects by sampling the radiance map
render targets corresponding to proper material properties as shown in
Figure 4.

Fig. 4: Glossy specular reflection with various roughness values: 0.0,
0.25, 0.5, 0.75, 1.0.

3.2 Inverse Tone Mapping from LDR to HDR
IBL requires HDR radiance maps as the input for realistic illumina-
tion [7]. Missing radiance values in LDR radiance maps cannot pro-
duce believable lighting in IBL as shown in Figure 5 (a). Recent
studies [2, 4, 16] show that proper inverse tone mapping can boost the
radiance values of LDR radiance maps to provide believable IBL results
targeting the human visual system. We adopt the inverse tone mapping
from [16] such that the HDR color is calculated from the LDR color as:

〈Ro,Go,Bo〉= k · 〈Ri,Gi,Bi〉 (1)

k = 10 ·Y 10
i +1.8 (2)

The input luminance is calculated as:

Yi = 0.3 ·Ri +0.59 ·Gi +0.11 ·Bi (3)

The tone-mapping operator we use is independent of varying frame
properties, as the same transform is applied to each pixel individually.
As such it is easily and efficiently implemented on the GPU.

(a) (b) (c)

Fig. 5: Comparison of lighting using a (a) LDR radiance map, (b) LDR-
HDR tonemapped radiance map, and (c) HDR (ground truth) radiance
map.

3.3 IBL in different materials
Our IBL supports real-time rendering for various materials covering
diffuse, glossy, and mirror-like specular reflection. Artists and develop-
ers can easily tweak the appearance of existing assets because our IBL
implementation was designed to match UE4’s existing shading model
as shown in Figure 6.

Our reconstructed LDR 360-videos using inverse tone-mapping pro-
vide believable IBL when viewed independently as shown in Figure 6.
However, it cannot match the HDR lighting result perfectly, especially
for very high contrast scenes such as the scene in Figure 5 (b) and (c).

Fig. 6: Rendering of real-time IBL integrated with UE4’s shading
model in different 360-videos.

4 REAL-TIME IBS USING 360-VIDEO

4.1 Light Detection
Real-time IBL can provide realistic illumination but has limitations
for casting realistic shadows. Artists in visual effects studios often
add artificial lights, such as a directional light, on top of the radiance
map. We automated the process in MR360 for real-time image based
shadowing (IBS).

Given a radiance map, we aim to detect prominent patches of pixels
and convert them into directional lights. Standard shadow mapping can
then be used to cast shadows from the detected lights in dynamic scenes.
To allow for dynamic radiance maps we require a solution which runs
in real-time. To achieve this we use a thresholding approach. Given a
threshold value, if a pixel’s luminance (after inverse tone-mapping) is
above the threshold, it is considered part of a light source. This produces
a mask (Figure 7b) for which pixels belong to light sources. In order
to produce a minimal set of discrete directional lights, we perform a
breadth-first search on this mask to determine connectivity. We subtract

the threshold luminance from each pixel before computing the light
properties and clamp the radiance map to the threshold luminance in
order to ensure energy conservation.

For each detected light, we determine its properties from the thresh-
old luminance Yt and the pixels that belong to it in terms of their
luminance Yp, radiance Lp, solid angle Ωp and spherical coordinates
〈θp,φp〉. Each pixel’s contribution to the light’s irradiance is deter-
mined from its solid angle and the amount of its radiance over the
luminance threshold:

Ep = Ωp ·
(

Lp −Lp ·min
(

1,
Yt

Yp

))
(4)

The light’s irradiance is then El = ∑pixels Ep. The light’s position in
spherical coordinates is determined by a weighted mean where Y (E) is
as for equation 3:

〈θl ,φl〉=
1

Y (El)
∑

pixels
Y (Ep) · 〈θp,φp〉 (5)

This approach is simple and can run in real-time. However, a couple
of problems need to be addressed. Firstly, the actual threshold is not
obvious, and changes based on the radiance map. For example, a
radiance map with a strong dominant light requires a high threshold
value, but a radiance map with diffuse light sources requires a lower
threshold value. This is particularly problematic for dynamic radiance
maps, where the threshold value needs to change in real-time based on
the current frame.

To calculate the dynamic threshold, we specify it statically in terms
of the distribution of luminance values. At run-time, we can easily
and quickly calculate the mean µ and variance σ2 of each frame’s
luminance. We seek to specify the threshold in terms of these simple
statistics to ensure real-time performance. Through an error mini-
mization process and verification from a perceptual user study, we
determined that a suitable statistical threshold is:

µ +2σ (6)

See Section 4.2 for more details.
Another problem is that a threshold value produces noisy patch areas,

rather than a minimal number of contiguous patches. We found that
applying a small box blur to the luminance data before thresholding
successfully dealt with the noise, thus producing much cleaner patches.
We subsequently found that our light detection often produced a small
number of strong lights together with a number of very weak lights
whose luminance was only slightly over the threshold. To solve this,
we sort the lights in order of descending strength, and then keep only
the first n lights for the smallest value of n such that their combined
irradiance is at least 90% of that from all detected lights.

We encountered several scenarios where a strong ground reflection
was erroneously detected as a light, potentially at the expense of a
real light. As we are primarily interested in lighting from the upper
hemisphere to cast shadows, we use only the upper half of the frame to
combat this.

A common problem is that, due to the video being LDR in nature,
the lights are clipped to plain white. While inverse tone-mapping sig-
nificantly improves this scenario, there is no a priori way to determine
how bright the light was before clipping. This presents a problem when
it comes to matching the strength of shadows visible in the video. We
observe that small light patches are more likely to be proper lights,
while larger patches may be clouds or reflections. We apply a greater
brightness increase to lights of smaller solid angles and reduce the
brightness of those with very large solid angles with an experimentally
determined ad-hoc mapping.

As we determine the solid angle of the light sources, we can use this
to control shadow filtering (with a technique such as the well-known
percentage closer filtering) to achieve perceptually acceptable artificial
soft shadow penumbrae that vary dynamically with the environment.
See Section 6.3 for details.
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from dynamic environment maps, Supan et al. [40] use a dome of fixed
shadow casting lights whose shadow strength is determined by the color
of the downsampled environment map behind the light. However, their
approach struggles to reproduce hard shadows and its performance does
not scale well with quality.

2.3 360° Panoramic Video
Traditionally, VR uses 3D computer graphics to model and render
virtual environments (VE) in real-time. Although recent graphics hard-
ware supports realistic real-time rendering, creating high quality 3D
VEs involves laborious and skilled tasks, and the rendering quality
is still limited by real-time constraints. Image based rendering uses
captured real-world images for presenting VEs [6, 12]. Panoramic im-
ages [5, 28, 41] and videos [35] have been used to present rich telepres-
ence using collections of captured real-world images. 360° panoramic
images and videos can be regarded as orientation-independent [5], since
they provide information around the 360° view, which is ideal for dis-
play in HMDs. The 360-video is captured by a device with a special
camera lens [30] or multiple-camera rigs [35]. In order to provide better
visual quality for 360-videos, several technical problems still need to
be addressed but they are beyond the scope of our paper. We rely on a
survey of the details from recent related papers such as parallax free
stitching [25, 34, 44] and the spherical projection [3, 25].

2.4 Mixed Reality Rendering with 360° Panoramic Video
MR rendering with a live 360-video is challenging since the preprocess-
ing often required to support real-time performance such as precom-
puted radiance transfer (PRT) [39] is not practical for live video streams.
Also, conventional LDR 360-videos do not provide the dynamic range
of HDR radiance maps, which require multi-exposure images, or a spe-
cial device setup for capturing. Few recent works have addressed this
problem. Hajisharif et al. [15] use HDR light probe image sequences
captured from a high resolution HDR camera, and use PRT [39] for IBL.
Due to the required offline precomputation to calculate SH transfer co-
efficients, their scene is limited to static Lambertian objects. Kronander
et al. [23] use an additional HDR video camera mounted underneath
the primary LDR video camera shooting the scene. This HDR video
camera records the environment via an attached light probe for IBL.
Michiels et al. [29] directly uses LDR 360-videos as the light source
for their IBL based on spherical radial basis functions (SRBF). Due
to the limited radiance values from the LDR environment map, their
final rendering quality is limited. Also, the required precomputation
for SRBF makes it difficult to support live video streams. Recent work
by Iorns and Rhee [16] relies on perceptual studies [2, 4] showing that
proper inverse tone-mapping can reconstruct the dynamic range of the
LDR radiance map to make the final IBL result more believable for
human viewers. Their perceptually optimized scheme provides visually
promising IBL at a high frame rate using a LDR 360-video. Since
their method does not require any pre-computation, it supports live
360-video streams as dynamic light sources. We adapt their method to
MR360 for real-time IBL.

Based on our survey, none of the above works addressed realistic
dynamic shadows from live 360-videos without precomputation, which
is required for illumination composition of virtual objects into the 360-
video background. To the best of our knowledge, this is the first paper
to present a complete pipeline and practical solutions for realistic MR
rendering for live LDR 360-video streams using the video as both the
light source and backdrop for differential rendering.

3 REAL-TIME IBL USING 360-VIDEO

IBL supports photorealistic rendering of virtual objects using real-world
lighting. For high-performance IBL from LDR 360-video, we adopt
perceptually based rendering schemes [4, 16].

3.1 Perceptually Based IBL
In MR360, input LDR 360-video streams are used as dynamic real-
world radiance maps to illuminate virtual objects. Since lighting and
materials are reciprocal in illumination [38], the radiance map has

Input 256x128 IBL (256x128)

128x64 64x32 IBL (64x32)

Fig. 3: Comparison of IBL rendering using diffuse radiance maps of
various resolutions

been reconstructed to represent illumination of diffuse, glossy, and
mirror-like specular materials.

For diffuse illumination, a diffuse radiance map is generated per
frame. When using the perceptually optimized radiance map, reducing
the resolution for a tiny radiance map (e.g. 32 × 16 pixels) [16], we
optimize computation costs to generate the diffuse map per frame while
maintaining perceptible visual quality in IBL (see Figure 3). Once the
diffuse radiance map for each frame is generated, the diffuse lighting
for any point on an object’s surface consists simply of a single texture
lookup.

Mirror-like specular reflection can be simply achieved by environ-
ment mapping, but glossy specular reflection is computationally expen-
sive. We can approximate glossy specular reflection with mipmaps in a
similar manner to our diffuse illumination. The sampling radius around
the specular direction depends on the surface roughness parameter re-
lated to the glossy lobe. In a radius around the specular direction, we
can sample a mipmap chain of specular radiance maps at an appropriate
level, for example, a higher resolution mipmap level is sampled for
lower roughness. Glossy specular lighting can be approximated using
a fixed number of texture lookups per rendering fragment. As guided
by [16], 18 samples can be used inside the primary glossy lobe, and 18
samples outside it.

In our GPU implementation, every 360-video frame is convolved
by a GPU shader, which outputs a diffuse radiance map and multiple
specular radiance maps to multiple render targets. The radiance maps
are then applied to IBL for virtual objects by sampling the radiance map
render targets corresponding to proper material properties as shown in
Figure 4.

Fig. 4: Glossy specular reflection with various roughness values: 0.0,
0.25, 0.5, 0.75, 1.0.

3.2 Inverse Tone Mapping from LDR to HDR
IBL requires HDR radiance maps as the input for realistic illumina-
tion [7]. Missing radiance values in LDR radiance maps cannot pro-
duce believable lighting in IBL as shown in Figure 5 (a). Recent
studies [2, 4, 16] show that proper inverse tone mapping can boost the
radiance values of LDR radiance maps to provide believable IBL results
targeting the human visual system. We adopt the inverse tone mapping
from [16] such that the HDR color is calculated from the LDR color as:

〈Ro,Go,Bo〉= k · 〈Ri,Gi,Bi〉 (1)

k = 10 ·Y 10
i +1.8 (2)

The input luminance is calculated as:

Yi = 0.3 ·Ri +0.59 ·Gi +0.11 ·Bi (3)

The tone-mapping operator we use is independent of varying frame
properties, as the same transform is applied to each pixel individually.
As such it is easily and efficiently implemented on the GPU.

(a) (b) (c)

Fig. 5: Comparison of lighting using a (a) LDR radiance map, (b) LDR-
HDR tonemapped radiance map, and (c) HDR (ground truth) radiance
map.

3.3 IBL in different materials
Our IBL supports real-time rendering for various materials covering
diffuse, glossy, and mirror-like specular reflection. Artists and develop-
ers can easily tweak the appearance of existing assets because our IBL
implementation was designed to match UE4’s existing shading model
as shown in Figure 6.

Our reconstructed LDR 360-videos using inverse tone-mapping pro-
vide believable IBL when viewed independently as shown in Figure 6.
However, it cannot match the HDR lighting result perfectly, especially
for very high contrast scenes such as the scene in Figure 5 (b) and (c).

Fig. 6: Rendering of real-time IBL integrated with UE4’s shading
model in different 360-videos.

4 REAL-TIME IBS USING 360-VIDEO

4.1 Light Detection
Real-time IBL can provide realistic illumination but has limitations
for casting realistic shadows. Artists in visual effects studios often
add artificial lights, such as a directional light, on top of the radiance
map. We automated the process in MR360 for real-time image based
shadowing (IBS).

Given a radiance map, we aim to detect prominent patches of pixels
and convert them into directional lights. Standard shadow mapping can
then be used to cast shadows from the detected lights in dynamic scenes.
To allow for dynamic radiance maps we require a solution which runs
in real-time. To achieve this we use a thresholding approach. Given a
threshold value, if a pixel’s luminance (after inverse tone-mapping) is
above the threshold, it is considered part of a light source. This produces
a mask (Figure 7b) for which pixels belong to light sources. In order
to produce a minimal set of discrete directional lights, we perform a
breadth-first search on this mask to determine connectivity. We subtract

the threshold luminance from each pixel before computing the light
properties and clamp the radiance map to the threshold luminance in
order to ensure energy conservation.

For each detected light, we determine its properties from the thresh-
old luminance Yt and the pixels that belong to it in terms of their
luminance Yp, radiance Lp, solid angle Ωp and spherical coordinates
〈θp,φp〉. Each pixel’s contribution to the light’s irradiance is deter-
mined from its solid angle and the amount of its radiance over the
luminance threshold:

Ep = Ωp ·
(

Lp −Lp ·min
(

1,
Yt

Yp

))
(4)

The light’s irradiance is then El = ∑pixels Ep. The light’s position in
spherical coordinates is determined by a weighted mean where Y (E) is
as for equation 3:

〈θl ,φl〉=
1

Y (El)
∑

pixels
Y (Ep) · 〈θp,φp〉 (5)

This approach is simple and can run in real-time. However, a couple
of problems need to be addressed. Firstly, the actual threshold is not
obvious, and changes based on the radiance map. For example, a
radiance map with a strong dominant light requires a high threshold
value, but a radiance map with diffuse light sources requires a lower
threshold value. This is particularly problematic for dynamic radiance
maps, where the threshold value needs to change in real-time based on
the current frame.

To calculate the dynamic threshold, we specify it statically in terms
of the distribution of luminance values. At run-time, we can easily
and quickly calculate the mean µ and variance σ2 of each frame’s
luminance. We seek to specify the threshold in terms of these simple
statistics to ensure real-time performance. Through an error mini-
mization process and verification from a perceptual user study, we
determined that a suitable statistical threshold is:

µ +2σ (6)

See Section 4.2 for more details.
Another problem is that a threshold value produces noisy patch areas,

rather than a minimal number of contiguous patches. We found that
applying a small box blur to the luminance data before thresholding
successfully dealt with the noise, thus producing much cleaner patches.
We subsequently found that our light detection often produced a small
number of strong lights together with a number of very weak lights
whose luminance was only slightly over the threshold. To solve this,
we sort the lights in order of descending strength, and then keep only
the first n lights for the smallest value of n such that their combined
irradiance is at least 90% of that from all detected lights.

We encountered several scenarios where a strong ground reflection
was erroneously detected as a light, potentially at the expense of a
real light. As we are primarily interested in lighting from the upper
hemisphere to cast shadows, we use only the upper half of the frame to
combat this.

A common problem is that, due to the video being LDR in nature,
the lights are clipped to plain white. While inverse tone-mapping sig-
nificantly improves this scenario, there is no a priori way to determine
how bright the light was before clipping. This presents a problem when
it comes to matching the strength of shadows visible in the video. We
observe that small light patches are more likely to be proper lights,
while larger patches may be clouds or reflections. We apply a greater
brightness increase to lights of smaller solid angles and reduce the
brightness of those with very large solid angles with an experimentally
determined ad-hoc mapping.

As we determine the solid angle of the light sources, we can use this
to control shadow filtering (with a technique such as the well-known
percentage closer filtering) to achieve perceptually acceptable artificial
soft shadow penumbrae that vary dynamically with the environment.
See Section 6.3 for details.
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(a)

(b)

(c)

(d)

Fig. 7: Light detection. (a) Input environment maps, (b) light detection masks, (c) rendered results with only IBL, and (d) rendered results with
IBS. The pink dots on the masks indicate the positions of the detected lights.

4.2 Statistical Threshold
While thresholding allows for real-time light detection, the threshold
value needs to be determined. We use an optimization strategy to find
a statistical threshold, and conduct a user study showing that it has
comparable quality to a recent offline light detection algorithm.

Determining a Threshold: In order to determine a threshold value,
we use an optimization between thresholding and Karsch et al.’s re-
cent approach for light detection in LDR images [18]. Their method
produces a binary mask of the light pixels in a given radiance map.
From this, we use a binary search to adjust a threshold value such that a
weighted sum of the luminance values in the threshold detected region
of the radiance map is similar to that produced by Karsch’s mask, where
the error metric is:

∣∣∣∣∣

(
∑

pixelst

Ωp ·Yp

)
−

(
∑

pixelsk

Ωp ·Yp

)∣∣∣∣∣ (7)

Yp is the pixel luminance and pixelst and pixelsk respectively denote
the sets of pixels provided by the threshold mask and Karsch’s mask.

In order to find the statistical rule which is consistent among various
lighting conditions, we run the optimization over three broad categories
of radiance maps: single hard light, single soft light, and multiple lights.
These categories correspond to sunny, overcast, and indoor scenes as
described in previous work [4]. In each of the three categories, we
have three exemplars, giving nine test cases in total. Based on our
experiment, we have found that a threshold value of approximately 2
standard deviations above the mean captures the necessary pixels for
lighting (Equation 6).

Perceptual Evaluation: We conduct a perceptual user study to
show that the statistical threshold (Equation 6) is a valid approach to
light detection. The nine exemplars used in our optimization are HDR

radiance maps which were converted to LDR. This allows us to run
the algorithm on LDR radiance maps, and evaluate the performance by
comparing with the ground truth HDR radiance map.

Using the LDR radiance maps, we compute Karsch’s masks as well
as our optimized threshold masks. For each active pixel in a given
mask, we take the value from the ground truth HDR radiance map. For
each inactive pixel in a mask, we set it as an approximated constant
ambient value. This in turn creates a radiance map with only the ground
truth light detected pixels, and a constant value for every other pixel.
See Figure 9 to see examples of the radiance maps.

Using the ground truth HDR radiance map, as well as the two light
detected radiance maps, we render scenes in which users evaluate
whether or not the rendered scenes using the light detected radiance
maps match the rendered scenes using the ground truth HDR radiance
map. To capture the shadow details in a single rendered image, we place
a cylinder on a plane, and render a top down orthographic view of the
scene. See Figure 9 for example renderings from the study. We conduct
a survey in which 50 participants scored on a Likert scale the similarity
of the rendered image to the ground truth scene. They were asked to
rate how similar the shadow detail is between the scene rendered by
Karsch’s and the thresholding method to the ground truth image. The
Likert scale is a 7 point scale of similarity: -3, ‘Completely different’,
-2, ‘Very dissimilar’, -1, ‘Dissimilar’, 0, ‘Neutral’, 1, ‘Similar’, 2, ‘Very
similar’, and 3, ‘Looks the same’. The user study shows that our
statistical thresholding is comparable to Karsch’s method, and that we
maintain visual quality above neutral similarity. The results (Figure
8) show that in all cases, thresholding maintains quality above neutral
similarity. While Karsch’s method failed in some cases, particularly
with complex indoor lighting scenes, our method still maintained good
quality in most cases. Furthermore, in the fail cases, thresholding still
generalized enough to allow for good lighting conditions.

Fig. 8: User study results comparing Karsch et al.’s light detection
(light blue bars) and our method (dark blue bars), where ML are the
radiance maps (RM) with multiple lights, SL has one soft light, and HL
has one hard light.

5 DIFFERENTIAL RENDERING FOR 360-VIDEO

In typical 360-video viewing scenarios using a HMD, user head rota-
tions tracked by sensors will be mapped to a virtual camera centered
at the spherical coordinates of the 360-video. Then the virtual camera
will project part of the 360-video into the HMD screen as shown in
Figure 10. It provides the immersive illusion that the users view is
navigating the surrounding 360° panoramic environment. In general
capturing setups for 360-videos, the camera is located at the origin of
the spherical coordinates mapping the panoramic scene. If the camera
is in a fixed position, or the camera and virtual objects move together
while maintaining relative position between them, the virtual objects
will be in the same position at the camera coordinates in every frame of
the 360-video. Furthermore, since the HMD viewer’s position will be
at the camera origin when viewing the 360-video, the position of the
virtual objects will be the same in every frame when rotating the head.
This means that sophisticated camera tracking is not actually required
for differential rendering [7] with 360-video as the backdrop.

In MR360, the differential rendering and composition [7] is applied
in a real-time context to seamlessly composite virtual objects into the
360-video background. The basic concept involves taking two render-
ings of objects on a local scene: one with objects, and one without.
The local scene is a piece of geometry representing the compositing
surface as shown in Figure 11c. The per-pixel difference between the
renderings extracts the effect that the objects had on the local scene,
such as shadows and reflections as shown in Figure 11e. We employ
this composition method to capture shadows and screen-space reflec-
tions in real-time and apply the effects onto the 360° background. The
full process is depicted in Figure 11.

Fig. 9: User study example renderings. Top row from the left: the
ground truth HDR radiance map, light detected radiance map using
Karsch et al.’s method, and our thresholded radiance map. The bottom
row are the corresponding rendered images used in the user study.

Fig. 10: View changes in 360-video using HMDs.

6 MR360 IMPLEMENTATION

6.1 System Setup
We tested MR360 using various monoscopic LDR 360-videos includ-
ing captured videos using a Samsung Gear 360 camera, as well as
downloaded videos from YouTube. The video resolution is 1280×640
at 30 FPS. We performed our experiments on a computer with an Intel
Xeon 3.5 GHz CPU, 8 GB of memory, and an Nvidia Geforce GTX
970. The MR360 scenes have been tested in a HTC Vive VR headset
(Vive headset) supporting display at 90 FPS with HTC Vive hand-held
motion controllers (Vive controllers) for user interactions. Important
rendering steps in the MR360 pipeline have been implemented by GPU
shaders and integrated into the 3D game engine Unreal Engine 4 (UE4)
for providing practical solutions; our light detection for IBS is running
on CPU concurrently.

6.2 Image Based Lighting in UE4
UE4’s node based material editing interface was used to build the
rendering step using GPU shaders. Render-to-texture shaders compute a
diffuse radiance map and multiple specular maps; we used four specular
maps to cover different roughnesses. As discussed in Section 3.1,
only low resolution radiance maps were computed for perceptually
optimized IBL to meet the required high frame rate.

The IBL result was applied to the virtual objects using UE4’s post-
processing pipeline. Since UE4 uses deferred rendering, we can access
per-pixel properties (e.g. diffuse color, surface normal, roughness, etc.)
in the post-processing stage via G-buffers. The IBL output consists of
the diffuse component (diffuse radiance map sampled by the surface
normal), and the rough specular component (a weighted combination of
specular radiance maps of different roughness, sampled by the surface
reflection vector). Shading the IBL result in a post-process has the
benefit of easy integration with pre-made assets and projects in UE4.

6.3 Image Based Shadowing in UE4
To facilitate using the detected lights to control UE4 scene properties
and to make the implementation of breadth-first search for light detec-
tion (as in Section 4) easier, we implemented the light detection process
entirely on the CPU. To achieve real-time performance, we resample
the input frame to a fixed resolution of 600×150 (top half only) before
performing light detection.

We modified UE4’s Media Framework to get access to the raw video
frame before it is uploaded to the GPU. Our light detection is run when-
ever the video decoder thread delivers a new frame to its target, a Media
Texture object. As such, the light detection just has to keep up with
the video frame rate and does not affect rendering performance. Our
implementation is not fully optimized, but runs in real-time within our
system setup detailed in Section 6.1. We added several new properties
to the Media Texture to control the light detection and to export the
results such that they can be used by a UE4 Blueprint to update the di-
rectional lights in the scene. The detected light’s spherical coordinates
are used to set the direction of the UE4 light. The detected irradiance is
used to set the intensity and color of the light.

UE4’s dynamic shadowing for directional lights is implemented
with cascaded shadow maps [27] and percentage closer filtering (PCF).
By carefully adjusting the shadow parameters exposed by UE4, it is
possible to use its PCF to achieve the effect of soft shadows. By
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Fig. 7: Light detection. (a) Input environment maps, (b) light detection masks, (c) rendered results with only IBL, and (d) rendered results with
IBS. The pink dots on the masks indicate the positions of the detected lights.

4.2 Statistical Threshold
While thresholding allows for real-time light detection, the threshold
value needs to be determined. We use an optimization strategy to find
a statistical threshold, and conduct a user study showing that it has
comparable quality to a recent offline light detection algorithm.

Determining a Threshold: In order to determine a threshold value,
we use an optimization between thresholding and Karsch et al.’s re-
cent approach for light detection in LDR images [18]. Their method
produces a binary mask of the light pixels in a given radiance map.
From this, we use a binary search to adjust a threshold value such that a
weighted sum of the luminance values in the threshold detected region
of the radiance map is similar to that produced by Karsch’s mask, where
the error metric is:

∣∣∣∣∣
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Ωp ·Yp
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Yp is the pixel luminance and pixelst and pixelsk respectively denote
the sets of pixels provided by the threshold mask and Karsch’s mask.

In order to find the statistical rule which is consistent among various
lighting conditions, we run the optimization over three broad categories
of radiance maps: single hard light, single soft light, and multiple lights.
These categories correspond to sunny, overcast, and indoor scenes as
described in previous work [4]. In each of the three categories, we
have three exemplars, giving nine test cases in total. Based on our
experiment, we have found that a threshold value of approximately 2
standard deviations above the mean captures the necessary pixels for
lighting (Equation 6).

Perceptual Evaluation: We conduct a perceptual user study to
show that the statistical threshold (Equation 6) is a valid approach to
light detection. The nine exemplars used in our optimization are HDR

radiance maps which were converted to LDR. This allows us to run
the algorithm on LDR radiance maps, and evaluate the performance by
comparing with the ground truth HDR radiance map.

Using the LDR radiance maps, we compute Karsch’s masks as well
as our optimized threshold masks. For each active pixel in a given
mask, we take the value from the ground truth HDR radiance map. For
each inactive pixel in a mask, we set it as an approximated constant
ambient value. This in turn creates a radiance map with only the ground
truth light detected pixels, and a constant value for every other pixel.
See Figure 9 to see examples of the radiance maps.

Using the ground truth HDR radiance map, as well as the two light
detected radiance maps, we render scenes in which users evaluate
whether or not the rendered scenes using the light detected radiance
maps match the rendered scenes using the ground truth HDR radiance
map. To capture the shadow details in a single rendered image, we place
a cylinder on a plane, and render a top down orthographic view of the
scene. See Figure 9 for example renderings from the study. We conduct
a survey in which 50 participants scored on a Likert scale the similarity
of the rendered image to the ground truth scene. They were asked to
rate how similar the shadow detail is between the scene rendered by
Karsch’s and the thresholding method to the ground truth image. The
Likert scale is a 7 point scale of similarity: -3, ‘Completely different’,
-2, ‘Very dissimilar’, -1, ‘Dissimilar’, 0, ‘Neutral’, 1, ‘Similar’, 2, ‘Very
similar’, and 3, ‘Looks the same’. The user study shows that our
statistical thresholding is comparable to Karsch’s method, and that we
maintain visual quality above neutral similarity. The results (Figure
8) show that in all cases, thresholding maintains quality above neutral
similarity. While Karsch’s method failed in some cases, particularly
with complex indoor lighting scenes, our method still maintained good
quality in most cases. Furthermore, in the fail cases, thresholding still
generalized enough to allow for good lighting conditions.

Fig. 8: User study results comparing Karsch et al.’s light detection
(light blue bars) and our method (dark blue bars), where ML are the
radiance maps (RM) with multiple lights, SL has one soft light, and HL
has one hard light.

5 DIFFERENTIAL RENDERING FOR 360-VIDEO

In typical 360-video viewing scenarios using a HMD, user head rota-
tions tracked by sensors will be mapped to a virtual camera centered
at the spherical coordinates of the 360-video. Then the virtual camera
will project part of the 360-video into the HMD screen as shown in
Figure 10. It provides the immersive illusion that the users view is
navigating the surrounding 360° panoramic environment. In general
capturing setups for 360-videos, the camera is located at the origin of
the spherical coordinates mapping the panoramic scene. If the camera
is in a fixed position, or the camera and virtual objects move together
while maintaining relative position between them, the virtual objects
will be in the same position at the camera coordinates in every frame of
the 360-video. Furthermore, since the HMD viewer’s position will be
at the camera origin when viewing the 360-video, the position of the
virtual objects will be the same in every frame when rotating the head.
This means that sophisticated camera tracking is not actually required
for differential rendering [7] with 360-video as the backdrop.

In MR360, the differential rendering and composition [7] is applied
in a real-time context to seamlessly composite virtual objects into the
360-video background. The basic concept involves taking two render-
ings of objects on a local scene: one with objects, and one without.
The local scene is a piece of geometry representing the compositing
surface as shown in Figure 11c. The per-pixel difference between the
renderings extracts the effect that the objects had on the local scene,
such as shadows and reflections as shown in Figure 11e. We employ
this composition method to capture shadows and screen-space reflec-
tions in real-time and apply the effects onto the 360° background. The
full process is depicted in Figure 11.

Fig. 9: User study example renderings. Top row from the left: the
ground truth HDR radiance map, light detected radiance map using
Karsch et al.’s method, and our thresholded radiance map. The bottom
row are the corresponding rendered images used in the user study.

Fig. 10: View changes in 360-video using HMDs.

6 MR360 IMPLEMENTATION

6.1 System Setup
We tested MR360 using various monoscopic LDR 360-videos includ-
ing captured videos using a Samsung Gear 360 camera, as well as
downloaded videos from YouTube. The video resolution is 1280×640
at 30 FPS. We performed our experiments on a computer with an Intel
Xeon 3.5 GHz CPU, 8 GB of memory, and an Nvidia Geforce GTX
970. The MR360 scenes have been tested in a HTC Vive VR headset
(Vive headset) supporting display at 90 FPS with HTC Vive hand-held
motion controllers (Vive controllers) for user interactions. Important
rendering steps in the MR360 pipeline have been implemented by GPU
shaders and integrated into the 3D game engine Unreal Engine 4 (UE4)
for providing practical solutions; our light detection for IBS is running
on CPU concurrently.

6.2 Image Based Lighting in UE4
UE4’s node based material editing interface was used to build the
rendering step using GPU shaders. Render-to-texture shaders compute a
diffuse radiance map and multiple specular maps; we used four specular
maps to cover different roughnesses. As discussed in Section 3.1,
only low resolution radiance maps were computed for perceptually
optimized IBL to meet the required high frame rate.

The IBL result was applied to the virtual objects using UE4’s post-
processing pipeline. Since UE4 uses deferred rendering, we can access
per-pixel properties (e.g. diffuse color, surface normal, roughness, etc.)
in the post-processing stage via G-buffers. The IBL output consists of
the diffuse component (diffuse radiance map sampled by the surface
normal), and the rough specular component (a weighted combination of
specular radiance maps of different roughness, sampled by the surface
reflection vector). Shading the IBL result in a post-process has the
benefit of easy integration with pre-made assets and projects in UE4.

6.3 Image Based Shadowing in UE4
To facilitate using the detected lights to control UE4 scene properties
and to make the implementation of breadth-first search for light detec-
tion (as in Section 4) easier, we implemented the light detection process
entirely on the CPU. To achieve real-time performance, we resample
the input frame to a fixed resolution of 600×150 (top half only) before
performing light detection.

We modified UE4’s Media Framework to get access to the raw video
frame before it is uploaded to the GPU. Our light detection is run when-
ever the video decoder thread delivers a new frame to its target, a Media
Texture object. As such, the light detection just has to keep up with
the video frame rate and does not affect rendering performance. Our
implementation is not fully optimized, but runs in real-time within our
system setup detailed in Section 6.1. We added several new properties
to the Media Texture to control the light detection and to export the
results such that they can be used by a UE4 Blueprint to update the di-
rectional lights in the scene. The detected light’s spherical coordinates
are used to set the direction of the UE4 light. The detected irradiance is
used to set the intensity and color of the light.

UE4’s dynamic shadowing for directional lights is implemented
with cascaded shadow maps [27] and percentage closer filtering (PCF).
By carefully adjusting the shadow parameters exposed by UE4, it is
possible to use its PCF to achieve the effect of soft shadows. By
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Fig. 11: Compositing steps for real-time differential rendering. (a) 360
background (user’s view), (b) Background, objects and local scene,
(c) Local scene without objects, (d) Object matte (stencil buffer), (e)
Difference: (b)×(1-(d)) - (c), (f) Final Composite

controlling the dynamic shadow distance parameter, we can effectively
control the spatial resolution of the shadow map. A lower spatial
resolution causes the soft penumbrae produced by PCF to increase in
size.

We linearly map and clamp light solid angles of [0.1sr,0.6sr] to
shadow distances of [4000cm,20000cm] by experiments. We linearly
map and clamp the same range of solid angles to cascade distribution
exponents of [1,3] in order to increase shadow detail for smaller lights.
We also reduce the intensity for larger lights which helps to reduce
artifacts from the lower shadow resolution. We use two cascades to
ensure sufficient detail.

6.4 Differential rendering in UE4

Differential rendering [7] is modified for high performance real-time
MR rendering in UE4. We separately address diffuse and specular
local scene reflectance for differential rendering. A diffuse local scene
captures shadows and screen-space ambient occlusion (SSAO) from
the virtual objects, and a specular local scene captures screen-space
reflections (SSR). Debevec uses an iterative approach for estimating
the local scene BRDF [7]. In order to meet the tight frame-time budget,
we instead directly use the background video as the diffuse color of
the local scene. This grants consistent composition without manual
tweaking, and it has the added benefit of automatically adapting to
spatial color variation in the compositing region of the video.

As explained in Section 5, the process requires two renderings. The
first is of the entire scene including objects and local scene, and the
second is of the local scene without objects. Since we only consider
diffuse BRDF for the local scene, the Lambertian color value can be
easily computed in a post process. Hence, we take the difference in
the compositing stage, without taking a second rendering of the scene
(local scene without objects). This means we can eliminate the high
cost of taking a second rendering per frame.

7 RESULTS

7.1 MR360 Visual Quality Evaluation

We have tested five different MR360 scenes to evaluate the visual
quality. Three studio scenes have been created using static 360-images
captured in a studio by the Gear 360 camera, and two dynamic scenes
with 360-video downloaded from YouTube. The 360-video of the
‘Studio 1’ scene has a direct specular light from a LED light, the ‘Studio
2’ scene has a diffuse light bounced from a wall from indirect dimmed
LED lights, and the ‘Studio 3’ scene has mixture of two strong specular
lights and a dimmed diffuse light as in the Studio 2 scene. ‘Paris’
and ‘Timelapse’ scenes have been downloaded from YouTube. The

‘Paris’ video has dimmed sunlight with small variation in the light,
and the ‘Timelapse’ video has strong sunlight, changing position and
intensity in each frame. For each scene, four 3D virtual objects were
manually composited using UE4’s user interface by an unskilled person
having no prior experience of realistic composition, and we rendered
them using our IBL and IBS. In the studio scenes, we located tiny real
world objects (e.g. around 3 to 4cm3) to provide intrinsic references far
from the direct lighting sources. The input videos, MR360 results, and
examples of the scene displayed in HMDs, are shown in Figure 13.

The aim of MR360 is to provide seamless illumination composi-
tion between 3D virtual objects and the background 360-video. Here,
seamless means the human visual system cannot distinguish the dif-
ference between synthetic objects and the photographed real objects
within a mixed reality scene. Since it is extremely challenging to create
a 3D synthetic clone of the photographed objects, we have adapted
user study method without reference images [4] to evaluate the visual
quality of our illumination composition. We have tested our MR360
results with 12 participants in five sessions. In each session, participants
watched each MR360 scene in Figure 13 displayed in a Vive headset.
We verbally asked the following questions during each session. Q1:

“Please identify the synthetic object(s) in the scene” and Q2: “How
well does the lighting of the synthetic object(s) match with the environ-
ment?”. After finding synthetic objects while changing their views in
the panoramic MR scenes, participants scored the lighting similarity
matching of each object on a Likert scale from -2 (‘very dissimilar’) to
2 (‘very similar’). If participants could not find a synthetic object, we
scored the match of the object as ‘2’.

The results of our user evaluation test are shown in Figure 12. Since
real-world objects captured in the video provide intrinsic references
to compare illumination quality, the test actually compares quality
between synthetic rendering and photographed objects. Although it is
challenging to evaluate visual quality in various scenes, mean values of
all scenes show promising results above 0, ‘neutral’ toward 1, ‘similar’
and 2, ‘very similar’. In particular, most of the virtual objects in
the Studio 1 scene show almost perfect matching scores except the
golden ball; none of the participants could find all the virtual objects
in the Studio 1 scene. On the other hand, Studio 2 and Paris scenes,
having a dimmed diffuse light source scattered in the videos, show
relatively low matching scores. In these scenes, the lighting condition
is challenging to create believable tone mapping and soft shadow for
perfect matching with photographed backgrounds. Considering the
short amount of scene editing time to generate 3D virtual objects in the
test scenes by an unskilled person, the overall visual quality of MR360
is promising. Based on the results, we argue that MR360 provides an
efficient framework for real-time MR applications supporting seamless
illumination composition between virtual objects and the background
scenes believable to human visual system.

7.2 MR360 System Evaluation

Real-time Performance: We measured computation times for the
MR360 system separately for light detection and differential rendering.
The ‘Light detection’ time in Table 1 is CPU time running in a thread
separate from GPU rendering. ‘Rendering’ time in Table 1 indicates
the average rendering time per frame including IBL radiance map
generation, IBL shading, shadowing, and illumination composition.
Light detection only occurs once every video frame, not on every GPU
rendering. Rendering time is calculated during stereoscopic rendering

Fig. 12: User test results for evaluating visual quality of MR360 in
different scenes; S1-3 are Studio 1-3, S4 is Paris, and S5 is Timelapse.
The top graph is the results of average matching scores of four objects,
the middle graph is the result of the Studio 1 scene for each object,
and the bottom row are the four objects composited into Studio scenes
(Object 1 to 4 from the left).

in VR at 80% native screen resolution on the Vive headset display.
This resolution roughly equates to 1932×1073. Please note that our
performance measures has been limited by Vive headset’s screen refresh
rate (90 Hz), meaning certain measured render times that exceed 90
FPS in MR360 are limited to the hardware refresh rate. We also note
that when frame rates drop below 90 FPS, the Vive headset further
limits the frame rate to 45 FPS, and takes measures such as reprojection
to minimize user discomfort.
User Test: We have tested MR360 with human subjects to measure
their immersive feeling such as sense of presence with virtual objects
in the mixed reality scene as well as overall visual quality. Our test
scene consists of multiple 3D virtual objects (mixture of moving and
static objects) composited in a dynamic 360-video as in right two
images shown in Figure 1; the 360-video, ‘Africa’ has been downloaded
from YouTube. We have used pre-made 3D virtual objects and their
animations in UE4 in our test while implementing user interaction with
Vive controllers. UE4’s collision handling and physics engine have
been used for realistic manipulation and interaction with the scene
objects.

Participants change their views in the MR360 scene using a Vive

headset. 12 participants performed two separate sessions with and
without user interaction with Vive controllers. We verbally asked
following three questions during each session. Q1: “I feel that I
am situated in the same environment as the background.”, Q2: “I
feel that the virtual objects are situated in the same environment as
the background.” and Q3: “I feel that the overall visual quality of
the composition is of modern cinematic quality.”. Then, participants
answered on a Likert scale from -2 (‘strongly disagree’) to 2 (‘strongly
agree’).

Although our questions are challenging, as shown in Figure 14, over-
all feedback is positive; mean values are above “0” (neutral) toward

“1” (agree). The sense of presence and visual quality measure increase
especially when having user interaction. No participants expressed any
discomfort in terms of real-time performance, latency, and malfunction
during their experiments supporting robustness of our system. Inter-
estingly, many participants shared positive feedback in terms of visual
quality of composition in MR360 compared with modern cinematic
contents requiring offline rendering and intensive manual tuning by
professional artists.

Table 1: MR360 System Performance

Step Stage1 Stage3 Timelapse Africa

Light Detection (ms) 21.2 22.1 23.29 24.4
Rendering (ms) 11.1 11.1 12.9 11.1

8 CONCLUSION

We have presented MR360 that allows real-time user interaction with
360-videos containing 3D virtual objects seamlessly composited and
rendered into the video background. MR360 uses a conventional LDR
360-video as the lighting source and backdrop. Since it does not require
any pre-computation, it can support real-time MR rendering for moving
objects composited into the video background having dynamic light
changes. MR360 has been implemented in UE4 and runs with a HTC
Vive headset and controllers, and provides real-time interactions with
objects situated in the video. Our user tests show that MR360 presents
seamless composition in MR scenes, and provides an improved sense of
presence and immersion beyond the scope of conventional 360-videos.

Although MR360 provides practical solutions for immersive MR
rendering, the current version of MR360 has a few limitations. Despite
believable IBL with inverse tone mapping, it has limitations compared
to a true HDR setup. High intensity lights will be clipped in LDR video
and captured as white. Our separate scheme to use IBL with extracted
lights can minimize the limitation, but the clipped values cannot be
fully reconstructed. Our ad-hoc intensity remapping is usable in most
sunlit outdoor scenes, and indoor scenes with small strong lights that
we tested, but has trouble with others such as very overcast skies and
clipped areas from relatively low intensity sources.

The current UE4 interface to the Vive headset only supports stereo-
scopic rendering when using Vive controllers. It causes parallax mis-
matching between virtual objects rendered in stereo and the monoscopic
background, and therefore the objects to appear floating on the back-
ground, rather than seamlessly situated in the 360° world. In order to
mitigate such artifacts, we lower the VR world-to-meters scale to suffi-
ciently move virtual objects away from the user (minimising parallax),
and adjust the hand model scale to retain the feeling of direct inter-
action. Consistent rendering with either monoscopic foreground and
monoscopic background, or stereo foreground and stereo background
can naturally solve the problem.

Although MR360 provides high frame rate rendering to support mod-
ern HMDs, conventional 360-video cameras cannot capture high frame
rate videos. Advanced capturing devices and video encoding/decoding
algorithms to adapt the high quality 360-videos will contribute to im-
prove the overall visual quality in MR360, but it is beyond the scope of
our work.

Since MR360 has been fully integrated in UE4, we can utilize its
3D modeling interfaces and tools to reconstruct 3D scene geometry



RHEE ET AL.: MR360: MIXED REALITY RENDERING FOR 360° PANORAMIC VIDEOS� 1309

(a) (b)

(c) (d)

(e) (f)

Fig. 11: Compositing steps for real-time differential rendering. (a) 360
background (user’s view), (b) Background, objects and local scene,
(c) Local scene without objects, (d) Object matte (stencil buffer), (e)
Difference: (b)×(1-(d)) - (c), (f) Final Composite

controlling the dynamic shadow distance parameter, we can effectively
control the spatial resolution of the shadow map. A lower spatial
resolution causes the soft penumbrae produced by PCF to increase in
size.

We linearly map and clamp light solid angles of [0.1sr,0.6sr] to
shadow distances of [4000cm,20000cm] by experiments. We linearly
map and clamp the same range of solid angles to cascade distribution
exponents of [1,3] in order to increase shadow detail for smaller lights.
We also reduce the intensity for larger lights which helps to reduce
artifacts from the lower shadow resolution. We use two cascades to
ensure sufficient detail.

6.4 Differential rendering in UE4

Differential rendering [7] is modified for high performance real-time
MR rendering in UE4. We separately address diffuse and specular
local scene reflectance for differential rendering. A diffuse local scene
captures shadows and screen-space ambient occlusion (SSAO) from
the virtual objects, and a specular local scene captures screen-space
reflections (SSR). Debevec uses an iterative approach for estimating
the local scene BRDF [7]. In order to meet the tight frame-time budget,
we instead directly use the background video as the diffuse color of
the local scene. This grants consistent composition without manual
tweaking, and it has the added benefit of automatically adapting to
spatial color variation in the compositing region of the video.

As explained in Section 5, the process requires two renderings. The
first is of the entire scene including objects and local scene, and the
second is of the local scene without objects. Since we only consider
diffuse BRDF for the local scene, the Lambertian color value can be
easily computed in a post process. Hence, we take the difference in
the compositing stage, without taking a second rendering of the scene
(local scene without objects). This means we can eliminate the high
cost of taking a second rendering per frame.

7 RESULTS

7.1 MR360 Visual Quality Evaluation

We have tested five different MR360 scenes to evaluate the visual
quality. Three studio scenes have been created using static 360-images
captured in a studio by the Gear 360 camera, and two dynamic scenes
with 360-video downloaded from YouTube. The 360-video of the
‘Studio 1’ scene has a direct specular light from a LED light, the ‘Studio
2’ scene has a diffuse light bounced from a wall from indirect dimmed
LED lights, and the ‘Studio 3’ scene has mixture of two strong specular
lights and a dimmed diffuse light as in the Studio 2 scene. ‘Paris’
and ‘Timelapse’ scenes have been downloaded from YouTube. The

‘Paris’ video has dimmed sunlight with small variation in the light,
and the ‘Timelapse’ video has strong sunlight, changing position and
intensity in each frame. For each scene, four 3D virtual objects were
manually composited using UE4’s user interface by an unskilled person
having no prior experience of realistic composition, and we rendered
them using our IBL and IBS. In the studio scenes, we located tiny real
world objects (e.g. around 3 to 4cm3) to provide intrinsic references far
from the direct lighting sources. The input videos, MR360 results, and
examples of the scene displayed in HMDs, are shown in Figure 13.

The aim of MR360 is to provide seamless illumination composi-
tion between 3D virtual objects and the background 360-video. Here,
seamless means the human visual system cannot distinguish the dif-
ference between synthetic objects and the photographed real objects
within a mixed reality scene. Since it is extremely challenging to create
a 3D synthetic clone of the photographed objects, we have adapted
user study method without reference images [4] to evaluate the visual
quality of our illumination composition. We have tested our MR360
results with 12 participants in five sessions. In each session, participants
watched each MR360 scene in Figure 13 displayed in a Vive headset.
We verbally asked the following questions during each session. Q1:

“Please identify the synthetic object(s) in the scene” and Q2: “How
well does the lighting of the synthetic object(s) match with the environ-
ment?”. After finding synthetic objects while changing their views in
the panoramic MR scenes, participants scored the lighting similarity
matching of each object on a Likert scale from -2 (‘very dissimilar’) to
2 (‘very similar’). If participants could not find a synthetic object, we
scored the match of the object as ‘2’.

The results of our user evaluation test are shown in Figure 12. Since
real-world objects captured in the video provide intrinsic references
to compare illumination quality, the test actually compares quality
between synthetic rendering and photographed objects. Although it is
challenging to evaluate visual quality in various scenes, mean values of
all scenes show promising results above 0, ‘neutral’ toward 1, ‘similar’
and 2, ‘very similar’. In particular, most of the virtual objects in
the Studio 1 scene show almost perfect matching scores except the
golden ball; none of the participants could find all the virtual objects
in the Studio 1 scene. On the other hand, Studio 2 and Paris scenes,
having a dimmed diffuse light source scattered in the videos, show
relatively low matching scores. In these scenes, the lighting condition
is challenging to create believable tone mapping and soft shadow for
perfect matching with photographed backgrounds. Considering the
short amount of scene editing time to generate 3D virtual objects in the
test scenes by an unskilled person, the overall visual quality of MR360
is promising. Based on the results, we argue that MR360 provides an
efficient framework for real-time MR applications supporting seamless
illumination composition between virtual objects and the background
scenes believable to human visual system.

7.2 MR360 System Evaluation

Real-time Performance: We measured computation times for the
MR360 system separately for light detection and differential rendering.
The ‘Light detection’ time in Table 1 is CPU time running in a thread
separate from GPU rendering. ‘Rendering’ time in Table 1 indicates
the average rendering time per frame including IBL radiance map
generation, IBL shading, shadowing, and illumination composition.
Light detection only occurs once every video frame, not on every GPU
rendering. Rendering time is calculated during stereoscopic rendering

Fig. 12: User test results for evaluating visual quality of MR360 in
different scenes; S1-3 are Studio 1-3, S4 is Paris, and S5 is Timelapse.
The top graph is the results of average matching scores of four objects,
the middle graph is the result of the Studio 1 scene for each object,
and the bottom row are the four objects composited into Studio scenes
(Object 1 to 4 from the left).

in VR at 80% native screen resolution on the Vive headset display.
This resolution roughly equates to 1932×1073. Please note that our
performance measures has been limited by Vive headset’s screen refresh
rate (90 Hz), meaning certain measured render times that exceed 90
FPS in MR360 are limited to the hardware refresh rate. We also note
that when frame rates drop below 90 FPS, the Vive headset further
limits the frame rate to 45 FPS, and takes measures such as reprojection
to minimize user discomfort.
User Test: We have tested MR360 with human subjects to measure
their immersive feeling such as sense of presence with virtual objects
in the mixed reality scene as well as overall visual quality. Our test
scene consists of multiple 3D virtual objects (mixture of moving and
static objects) composited in a dynamic 360-video as in right two
images shown in Figure 1; the 360-video, ‘Africa’ has been downloaded
from YouTube. We have used pre-made 3D virtual objects and their
animations in UE4 in our test while implementing user interaction with
Vive controllers. UE4’s collision handling and physics engine have
been used for realistic manipulation and interaction with the scene
objects.

Participants change their views in the MR360 scene using a Vive

headset. 12 participants performed two separate sessions with and
without user interaction with Vive controllers. We verbally asked
following three questions during each session. Q1: “I feel that I
am situated in the same environment as the background.”, Q2: “I
feel that the virtual objects are situated in the same environment as
the background.” and Q3: “I feel that the overall visual quality of
the composition is of modern cinematic quality.”. Then, participants
answered on a Likert scale from -2 (‘strongly disagree’) to 2 (‘strongly
agree’).

Although our questions are challenging, as shown in Figure 14, over-
all feedback is positive; mean values are above “0” (neutral) toward

“1” (agree). The sense of presence and visual quality measure increase
especially when having user interaction. No participants expressed any
discomfort in terms of real-time performance, latency, and malfunction
during their experiments supporting robustness of our system. Inter-
estingly, many participants shared positive feedback in terms of visual
quality of composition in MR360 compared with modern cinematic
contents requiring offline rendering and intensive manual tuning by
professional artists.

Table 1: MR360 System Performance

Step Stage1 Stage3 Timelapse Africa

Light Detection (ms) 21.2 22.1 23.29 24.4
Rendering (ms) 11.1 11.1 12.9 11.1

8 CONCLUSION

We have presented MR360 that allows real-time user interaction with
360-videos containing 3D virtual objects seamlessly composited and
rendered into the video background. MR360 uses a conventional LDR
360-video as the lighting source and backdrop. Since it does not require
any pre-computation, it can support real-time MR rendering for moving
objects composited into the video background having dynamic light
changes. MR360 has been implemented in UE4 and runs with a HTC
Vive headset and controllers, and provides real-time interactions with
objects situated in the video. Our user tests show that MR360 presents
seamless composition in MR scenes, and provides an improved sense of
presence and immersion beyond the scope of conventional 360-videos.

Although MR360 provides practical solutions for immersive MR
rendering, the current version of MR360 has a few limitations. Despite
believable IBL with inverse tone mapping, it has limitations compared
to a true HDR setup. High intensity lights will be clipped in LDR video
and captured as white. Our separate scheme to use IBL with extracted
lights can minimize the limitation, but the clipped values cannot be
fully reconstructed. Our ad-hoc intensity remapping is usable in most
sunlit outdoor scenes, and indoor scenes with small strong lights that
we tested, but has trouble with others such as very overcast skies and
clipped areas from relatively low intensity sources.

The current UE4 interface to the Vive headset only supports stereo-
scopic rendering when using Vive controllers. It causes parallax mis-
matching between virtual objects rendered in stereo and the monoscopic
background, and therefore the objects to appear floating on the back-
ground, rather than seamlessly situated in the 360° world. In order to
mitigate such artifacts, we lower the VR world-to-meters scale to suffi-
ciently move virtual objects away from the user (minimising parallax),
and adjust the hand model scale to retain the feeling of direct inter-
action. Consistent rendering with either monoscopic foreground and
monoscopic background, or stereo foreground and stereo background
can naturally solve the problem.

Although MR360 provides high frame rate rendering to support mod-
ern HMDs, conventional 360-video cameras cannot capture high frame
rate videos. Advanced capturing devices and video encoding/decoding
algorithms to adapt the high quality 360-videos will contribute to im-
prove the overall visual quality in MR360, but it is beyond the scope of
our work.

Since MR360 has been fully integrated in UE4, we can utilize its
3D modeling interfaces and tools to reconstruct 3D scene geometry
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Fig. 13: MR360 test results for user evaluation; For Studio 1, Paris,
and Timelapse scene, the top left is input 360-video, bottom-left is the
virtual objects augmented in the scene without differential rendering,
and MR360 rendering samples on the right; Studio 2 and 3 scene setups
are the same as Studio 1.

Fig. 14: User test for measuring immersion (Q1 and Q2), and overall
visual quality (Q3)

of 360-videos. Therefore, we manually setup 3D scene geometry for
some of our complex test scenes; otherwise we used a flat surface for
the local scene. Our pipeline does not have limitations for adapting a
3D reconstruction step [14, 26], and adapting it for 360-video can be
possible future work.
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Fig. 13: MR360 test results for user evaluation; For Studio 1, Paris,
and Timelapse scene, the top left is input 360-video, bottom-left is the
virtual objects augmented in the scene without differential rendering,
and MR360 rendering samples on the right; Studio 2 and 3 scene setups
are the same as Studio 1.

Fig. 14: User test for measuring immersion (Q1 and Q2), and overall
visual quality (Q3)

of 360-videos. Therefore, we manually setup 3D scene geometry for
some of our complex test scenes; otherwise we used a flat surface for
the local scene. Our pipeline does not have limitations for adapting a
3D reconstruction step [14, 26], and adapting it for 360-video can be
possible future work.
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