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1.1 Introduction

Ever since Bolt’s seminal paper, “Put that there: Voice and Gesture at the Graphics Interface”, the notion that multiple modes of input could be used to interact with computer applications has been an active area of human computer interaction research (Bolt 1980). This combination of different forms of input (e.g., speech, gesture, touch, eye gaze) is known as multimodal interaction and its goal is to support natural user experiences by providing the user with choices in how they can interact with a computer. These choices can help to simplify the interface, provide more robust input when recognition technology is used, and support more realistic interaction scenarios because the interface can be more fine tuned to the human communication system. More formally, multimodal interfaces process two or more input modes in a coordinated manner which aim to recognize natural forms of human language and behavior and typically incorporate more than one recognition-based technology (Oviatt 2003).

With the advent of more powerful perceptual computing technologies, multimodal interfaces that can passively sense what the user is doing are becoming more prominent. These interfaces, also called perceptual user interfaces (Turk and Robertson 2000), provide mechanisms that support unobtrusive interaction where sensors are placed in the physical environment and not on the user. The prior chapters in this book have focused on various input technologies and associated interaction modalities. In this chapter, we will examine how these different technologies and their input modalities, specifically speech, gesture, touch, eye gaze, facial expressions, and brain input can be combined and the types of interactions they afford. We will also examine the strategies for combining these input modes together, otherwise known as multimodal integration or fusion. Finally, we will examine some usability issues with multimodal interfaces and methods for handling them. Research in multimodal interfaces spans many fields including psychology, cognitive science, software engineering,
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and human computer interaction (Dumas et al. 2009). Our focus in this chapter will be on the types of interfaces that have been created using multimodal input. More comprehensive surveys can be found in Jaimes and Sebe (2007); Oviatt (2007).

1.2 Multimodal Interaction Types

Multimodal interaction can be defined as the combination of multiple input modalities to provide the user with a richer set of interactions compared to traditional unimodal interfaces. The combination of input modalities can be divided into six basic types: complementarity, redundancy, equivalence, specialization, concurrency, and transfer (Martin 1998). In this section, we briefly define each.

**Complementarity.** Two or more input modalities complement each other when they combine to issue a single command. For example, to instantiate a virtual object, a user makes a pointing gesture and then speaks. Speech and gesture complement each other since the gesture provides the information on where to place the object and the speech command provides the information on what type of object to place.

**Redundancy.** Two or more input modalities are redundant when they simultaneously send information to the application. By having each modality issue the same command, redundant information can help resolve recognition errors and reinforce what operation the system needs to perform (Oviatt and Vangent 1996). For example, a user issues a speech command to create a visualization tool while also making a hand gesture which signifies the creation of that tool. By providing more than one input stream, the system has a better chance of recognizing the user’s intended action.

**Equivalence.** Two or more input modalities are equivalent when the user has a choice of which modality to use. For example, the user can create a virtual object by either issuing a voice command or picking the object from a virtual palette. The two modalities present equivalent interactions in that the end result is the same. The user can choose which modality to use based on preference (they simply like speech input over the virtual palette) or on frustration (the speech recognition is not accurate enough, thus they move to the palette).

**Specialization.** A particular modality is specialized when it is always used for a specific task because it is more appropriate and/or natural for that task. For example, a user wants to create and place an object in a virtual environment. For this particular task, it makes sense to have a “pointing” gesture determine the object’s location since the number of possible voice commands for placing the object is too large and a voice command cannot achieve the specificity of the object placement task.

**Concurrency.** Two or more input modalities are concurrent when they issue divergent commands that overlap in time. For example, a user is navigating by gesture through a virtual environment and while doing so uses voice commands to ask questions about objects in the environment. Concurrency enables the user to issue commands in parallel; reflecting such real world tasks as talking on the phone while making dinner.

**Transfer.** Two input modalities transfer information when one receives information from another and uses this information to complete a given task. One of the best examples of transfer in multimodal interaction is the push-to-talk interface (Bowman et al. 2004); the speech modality receives information from a hand gesture telling it that speech should be activated.
1.3 Multimodal Interfaces

In this section, we examine how the different technologies and input modalities discussed in this book have been used as part of multimodal interaction systems. Note that although speech input is a predominant modality in multimodal interfaces, we do not have a dedicated section for it in this chapter. Rather, uses of speech are found as part of each modality’s subsection.

1.3.1 Touch Input

Multi-touch devices have become more prevalent in recent years with the growing popularity of multi-touch phones, tablets, laptops, table-top surfaces and displays. As a result multi-touch gestures are becoming part of users’ everyday vocabulary such as swipe to unlock or pinch to zoom. However, complex tasks, such as 3D modeling or image editing, can be difficult when using multi-touch input alone. Multimodal interaction techniques are being designed to incorporate multi-touch interfaces with other inputs such as speech to create more intuitive interactions for complex tasks.

3D Modeling and Design

Large multitouch displays and table-top surfaces are marketed as natural interfaces that foster collaboration. However, these products often target commercial customers in public settings and are more of a novelty item. Thus, the question remains on whether they provide utility as well as unique experiences. Since the mouse and keyboard are no longer available, speech can provide context to operations where WIMP paradigms were previously used such as in complex engineering applications (e.g. Auto-CAD). For instance, MozArt (Sharma et al. 2011) combines a tiltable multi-touch table with speech commands to provide an easier interface to create 3D models as shown in Figure 1.1. A study was conducted evaluating MozArt versus a multi-touch CAD program with novice users. The majority of users preferred the multimodal interface, although a larger number of users would need to be tested in order to evaluate efficiency and accuracy. Similar interfaces could be improved upon by using speech and touch, as stated in work on a multitouch only interface for performing 3D CAD operations (Radhakrishnan et al. 2012).

Figure 1.1 MozArt Table hardware prototype. Reproduced by permission of Anirudh Sharma.
Collaboration

Large multi-touch displays and tabletop surfaces are ideal for collaboration since they have a 360 degree touch interface, a large display surface, and allow many input sources. For instance, Tse et al. (2008) created a multimodal multi-touch system that lets users gesture and speak commands to control a design application called The Designer’s Environment. The Designer’s Environment is based on the KJ creativity method that industrial designers use for brainstorming. The four steps of the KJ creativity method are: (1) create notes, (2) group notes, (3) label groups, and (4) relate groups. In The Designer’s Environment multiple users can complete these tasks by using a combination of touch, gesture, and speech input as shown in Figure 1.3. However, there are some obstacles as explored by (Tse et al. 2008): parallel work, mode switching, personal and group territories, and joint multimodal commands. Tse et al. propose solutions to these issues, such as allowing for parallel work by creating personal work areas on the surface.

Tse et al. (2006) also created the GSI Demo (Gesture and Speech Infrastructure created by Demonstration). This system demonstrates multimodal interaction by creating a multi-user speech and gesture input wrapper around existing mouse/keyboard applications. The GSI Demo can effectively convert a single user desktop application to a multi-touch table application, such as maps, command and control simulations, simulation and training, and games. Tse et al. (2007) specifically discuss how playing Blizzard’s Warcraft III and The Sims can become a collaborative effort on a multi-touch tabletop system. Their proposed interface allows players to use gesture and speech input to create a new and engaging experience that is more similar to the social aspect provided by arcade gaming, shown in Figure 1.2.

Figure 1.2  Two people interacting with Warcraft III (left) and The Sims game (right). Reproduced by permission of Edward Tse.

Another interesting aspect of collaborative environments is how to track who did or said what during a collaboration effort. Collaboration data can then shed light on the learning or collaboration process. This type of data can also act as input to machine learning or data mining algorithms providing adapted feedback or personalized content. Collaid (Collaborative Learning Aid) is an environment that captures multimodal data about collaboration in a tabletop learning activity (Martínez et al. 2011). Data is collected using a microphone array and a depth sensor, integrated with other parts of the learning system, and finally transformed into visualizations showing the collaboration processes that occurred at
Figure 1.3 A two person grouping hand gesture in the Designer’s Environment. Reproduced by permission of Edward Tse.

the table. An example visualization of data collected from a collaborative group versus a less collaborative group is shown in Figure 1.4. Other work on multimodal collaboration using distributed whiteboards can be found in Barthelmes et al. (2005).

Figure 1.4 A collaborative visualization corresponding to 12 minutes of activity from a communicative group (left) and a less collaborative group (right). Reproduced by permission of Roberto Martinez.

Communication with Disabled or Elderly Patients

Multimodal surface applications have also been shown to support medical communication with hearing impaired patients (Piper and Hollan 2008) and is being explored as way to
enhance medical communication with the elderly by transcribing speech (Piper 2010). The Shared Speech Interface (SSI) is an application for an interactive multitouch tabletop display designed to facilitate medical communication between a Deaf patient and a hearing, non-signing physician. The Deaf patient types on a keyboard, and the hearing doctor speaks into a headset microphone. As the two people communicate, their speech is transcribed and appears on the display in the form of movable speech bubbles, shown in Figure 1.5. Multimodal surface technology can also benefit other populations with different communication needs. For example, a student learning a foreign language could access text-based representations of speech along with audio clips of the instructor speaking the phrases.

Mobile Search

Mobile users are becoming more tech-savy with their devices and expect to be able to use them while multitasking or on-the-go, such as when driving or for quick access of information. In addition, contemporary mobile devices incorporate a wide range of input technologies such as a multi-touch interface, microphone, camera, GPS, and accelerometer. Mobile applications need to leverage these alternate input modalities in a way that doesn’t require users to stop what they are doing, but instead provides fast, on-the-go input and output capabilities. Mobile devices also face their own challenges such as slower data transfer, smaller displays, smaller keyboards, and thus have their own design implications, making desktop paradigms even less appropriate. Some believe that voice input is an easy solution to these problems. However, using voice input alone is not feasible, since voice recognition is error-prone especially in noisy environments and does not provide fine-grained control. Many multimodal mobile interfaces are emerging that use voice input combined with other interactions in a clever way. For example, voice input can be used to bring context to the
desired operation, while leaving fine grained manipulation to direct touch manipulation. Or voice input can be used at the same time as text entry to ensure text is entered correctly.

Voice input is ideal for mobile search since it is quick and convenient. However, since voice input is prone to errors, error correction should be quick and convenient as well. The Search Vox system uses multimodal error correction for mobile search (Paek et al. 2008). After a query is spoken, the user is presented with an N-best list of recognition results for a given query. The N-best results comprise a word palette that allows the user to conveniently rearrange and construct new queries based on the results by using touch input. Another subset of mobile search, local search, is desirable in mobile contexts, allowing searches to be constrained to the current location. Speak4it is a mobile app that takes voice search a step further by allowing users to sketch with their finger the exact area they wish to search in (Ehlen and Johnston 2011). Speak4it supports multimodal input by allowing users to speak or type search criteria and sketch the desired area with touch input. An example scenario of Speak4it would be a biker searching the closest repair shop along a trail, by using speech and gesture to get a more refined search. For instance, the query by voice “bike repair shops near the golden gate bridge” combined with a route drawn on the display, will return the results along the specified route traced on the display (Figure 1.6). Research prototypes with these capabilities have existed for many years, such as QuickSet (Cohen et al. 1997a). However, they have not been available to everyday users until the widespread adoption of mobile devices that come equipped with touch screen input, speech recognition, and mobile internet access. Other work that has explored multimodal interaction for mobile search is the Tilt and Go system by Ramsay et al. (2010). A detailed analysis of speech and multimodal interaction in mobile search is presented in Feng et al. (2011).

![Figure 1.6](image.png)

**Figure 1.6** Speak4it gesture inputs. Reproduced by permission of Patrick Ehlen.

### Mobile Text Entry

Typing on a touchscreen display using a soft keyboard remains the most common, but time consuming, text input method for many users. Two resolutions for faster text entry are gesture keyboards and voice input. Gesture keyboards circumvent typing by allowing the user to swipe over the word path quickly on a familiar QWERTY keyboard, however...
gestures can be ambiguous for prediction. Voice input offers an attractive alternative that completely eliminates the need for typing. However, voice input relies on automatic speech recognition technology which has poor performance in noisy environments or for non-native users. Speak-As-You-Swipe (SAYS) (Sim 2012) is a multimodal interface that integrates a gesture keyboard with speech recognition to improve the efficiency and accuracy of text entry, shown in Figure 1.7. The swipe gesture and voice inputs provide complementary information for word prediction, allowing the SAYS system to intelligently extract useful cues from the ambient sound to improve the word prediction accuracy. In addition, SAYS builds on previous work (Kristensson and Vertanen 2011) by enabling continuous and synchronous input.

A similar interface created by Shinoda et al. (2011), allows semi-synchronous speech and pen input for mobile environments, shown in Figure 1.8. There is an inherent time lag between speech and writing, making it difficult to apply conventional multimodal recognition algorithms. To handle this time-lag, they developed a multimodal recognition algorithm that used a segment-based unification scheme and a method of adapting to the time-lag characteristics of individual users. The interface also supports keyboard input and was tested in a variety of different manners: (1) the user writes the initial character of each phrase in a saying, (2) the user writes the initial stroke of the initial character as in (1), (3) the user inputs a pen touch to cue the beginning of each phrase, (4) the user taps the character table to which the first character of each phrase belongs to, and (5) the user inputs the initial character of each phrase using a QWERTY keyboard. These five different pen-input interfaces were evaluated using noisy speech data, and the recognition accuracy of the system was higher than that of speech alone in all five interfaces. They also conducted a usability test for each interface, finding a trade-off between usability and improvement in recognition performance. Other work that compares different multimodal interaction strategies using touch input for mobile text entry can be found in Dearman et al. (2010).
Mobile Image Editing

Another mobile app that incorporates multimodal inputs in novel way is PixelTone (Laput et al. 2013). PixelTone is a multimodal photo editing interface that combines speech and direct manipulation to make photo editing easier for novices and when using mobile devices. PixelTone uses natural language for expressing desired changes to an image, and direct manipulation to localize these changes to specific regions as shown in Figure 1.9. PixelTone does more than just provide a convenient interface for editing photos. The interface allows for ambiguous commands that a novice user would make such as “Make it look good”, as well as advanced commands such as “Sharpen the midtones at the top”. Although users performed the same using the multimodal interface versus just a touch interface, they preferred the multimodal interface overall and were able to use it effectively for a realistic workload.

Automobile Control

Although a majority of US states ban text messaging for all drivers, there are still a variety of activities drivers attempt to complete during their commute. Research is being conducted to help drivers be able to achieve the primary task of driving effectively while still completing tertiary tasks such as navigating, communicating, adjusting music and controlling climate (Muller and Weinberg 2011). The Society of Automotive Engineers recommends that any tertiary task taking more than 15 seconds to carry out while stationary be prohibited while the vehicle is in motion. Voice controls are exempt from the 15 second rule since they don’t require the user to take their eyes off the road and may appear to be an obvious solution. However, some data suggests that certain kinds of voice interfaces
impose high cognitive loads and can negatively affect driving performance. This negative affect is due to the technical limitations of the speech recognition, or to usability flaws such as confusing or inconsistent command sets and unnecessarily deep and complex dialog structures. Multimodal interfaces may be a way to address these problems by combining the best modes of input depending on the driving situation.

Figure 1.10 Multimodal automobile interface combining speech with gestures on the steering wheel. Reproduced by permission of Bastian Pfleging.

Incorporating speech, touch, gesture, and haptic touchpad input have been explored separately as input to a driving interface. But none of these inputs alone create an ideal solution. A multimodal interface created by Pfleging et al. (2012), combines speech with gestures on the steering wheel to minimize driver distraction, shown in Figure 1.10. Pfleging et al. point out that speech input alone doesn’t have fine grained control, while touch input alone requires too much visual interaction, and gesture input alone doesn’t scale well (Pfleging et al. 2011). They propose a multimodal interaction style that combines speech and gesture where voice commands select visible objects or functions (mirror, window, etc.) and simple touch gestures are used to control these functions. With this approach recalling voice commands is simpler as the users see what they need to say. By using a simple touch gesture, the interaction style lowers the visual demand and provides at the same time immediate feedback and easy means for undoing actions. Other work that looks at multimodal input for automobile control can be found in Gruenstein et al. (2009).

1.3.2 3D Gesture

Devices like Microsoft’s Kinect and Intel’s Perceptual Computing camera have steadily become more widespread and have provided for new interaction techniques based on 3D gestures. Using a combination of depth cameras and standard RGB cameras, the devices allow for accurate skeletal tracking and gesture detection. These 3D gestures can be used to
accomplish a number of tasks in a more natural way than WIMP interfaces. In order to enrich the user’s experiences, these gestures can be combined with different modalities, such as speech and face tracking. Interestingly enough, the Kinect and Perceptual Computing camera have built in microphones, making them ideal for designing multimodal interfaces. Another common technique for gesture detection is to use stereo cameras to detect gestures while using machine learning and filtering to properly classify them. Prior to the development of these technologies, the use of 3D gesture in multimodal interfaces was limited to detecting deictic gestures for selection or similar tasks using simple cameras. Speech is one of the more common modalities to be combined with gesture, as modern 3D gestures tend to involve a large portion of the body and limit what other modalities could realistically be used simultaneously (Jaimes and Sebe 2007). Numerous applications of the Kinect sensor have been realized, with a number of games developed that have used both speech and gesture developed by Microsoft’s first party developers. Outside of the game industry, sensors like the Kinect have been used for simulation and as a means to interface with technology using more natural movements. Some work has been done in the fields of human-robot interaction (HRI) and medicine for the utility of hands-free, gesture-controlled applications.

**Games and Simulation**

Interacting with a simulation using body gestures is commonly used in virtual environments when combined with speech to allow for simultaneous inputs. Williamson et al. (2011) developed a system combining the Kinect, speech commands, and a Sony Playstation Move controller to make a full-body training simulation for soldiers. The RealEdge prototype allows users to march through an environment using a marching gesture and make small movements of their virtual avatar by leaning. The user can also look around the environment using the Move controller, which is attached to a weapon-like apparatus. The user may also use voice commands to give commands to virtual characters. One shortcoming of depth camera based gesture recognition devices currently available is that they generally require the user to be facing them to accurately track the skeleton of the user. The RealEdge Fusion System, an extension of the RealEdge prototype, allows for accurate 360 degree turning by adding multiple Kinects around the user and fusing retrieved skeletal information at the data level to allow for robust tracking of the user within the range of the sensors regardless of the users orientation (Williamson et al. 2012). The skeletal tracking information is passed from a Kinect depth sensor through a client laptop to a server where the data is then fused. The system only requires the addition of more Kinect sensors, laptops, and a head mounted display to give the user the proper view of their environment.

A large amount of research has been done emphasizing the addition of speech to 3D interfaces for segmentation and selection. Budhiraja et al. specify that a problem with deictic gesture alone is that large numbers of densely packed or occluded objects make selection difficult (Budhiraja and Madhvanath 2012). In order to solve this problem, the authors add speech as a modality to help specify defining attributes of the desired object such as spatial location, location relative to other objects, or physical properties of the object. This allowed for specific descriptions, such as “the blue one to the left,” to be used to clarify what object the user aims to select. Physical attributes and locations must be clearly defined for proper identification.

There are instances where 3D gesture is not the primary method of control in an interface.
The SpeeG input system is a gesture based keyboard replacement that uses speech augmented with a 3D gesture interface (Hoste et al. 2012). The interface is based on the Dasher interface (Ward et al. 2000) with the addition of speech and hand gestures, which replace the mouse. The system uses intermediate speech recognition to allow the user to guide the software to the correct phrase using their hand. Figure 1.12 shows an example of the virtual environment and the pointing gesture. Though the prototype did not allow for real-time input due to problems with speech recognition latency, users found that SpeeG was "the most efficient interface" when compared to an onscreen keyboard controlled with a Microsoft Xbox 360 controller, speech control only, and Microsoft Kinect keyboard only.
3D gestures are not limited to full body movements. Bohus and Horvitz (2009) developed a system to detect head pose, facial gestures, and a limited amount of natural language in a conversational environment. Head position tracking and gaze estimation were done using a basic wide-angle camera and commercially available software. A linear microphone is used to determine the sources of user voices. These modalities were fused and analyzed and a suitable response was given to the users. This multiparty system was used for observational studies of dialogues, in which the system asks quiz questions and waits for responses from the users. Upon receiving a response from the user, the system will vocally ask for confirmation from the users. Depending on their responses, the system will respond appropriately and either continue on or ask for another answer. The system’s behavior is based on a turn-taking conversational model, for which the system has four behaviors: Hold, Release, Take, and Null. An example of this system functioning can be seen in Figure 1.13.

Hrůz et al. (2011) designed a system for multimodal gesture and speech recognition for communication between two disabled users, one hearing impaired and one vision impaired.
The system recognizes signed language from one of the users using a pretrained sign recognizer. The recognizer uses a single camera for capture of the hand signs, so the user must wear dark clothes to create contrast between the hands and the background and allow for more accurate detection of the signs. The signs are converted to text and then played for the other user using a language-specific text-to-speech system. The other user speaks to the system, which uses automatic speech recognition to translate the spoken words to text, which is then displayed for the other user. Each one of the users represents a separate input modality for the system architecture, which is illustrated in Figure 1.14. The system allows for communication between two users who otherwise would be unable to find a medium to speak to one another.

Medical Applications

Gallo et al. (2011) developed a system for navigating medical imaging data using a Kinect. The user is able to traverse the data as though it were a virtual environment using hand gestures for operations like zooming, translating, rotating, and pointing. The user is also able to select and extract regions-of-interest from the environment. The system supports a number of commonly used imaging techniques, including CT, MRI, and PET images. The benefit of having a 3D gesture interface in medicine is that there is no contact with any devices, maintaining a sterile environment. This interface can therefore be used in surgical environments to reference images without having to repeat a sterilization process. The sterile environment problem arises often in computerized mechanical systems. Typically, there is an assistant in the operating room who controls the terminals that contain information about the surgical procedure and images of the patient. These assistants typically do not have the same level of training as the surgeon in charge and may misinterpret information the surgeon could have correctly deciphered.

Human-Robot Interaction
Perzanowski et al. (2001) designed a method of communicating with robots in a way that was natural for humans already: using natural language and gestures. A stereo camera attached to the robot watched the hands of the user and determined if the gestures were meaningful. Combining these gestures with the voice input from the user, the robot would carry out the desired commands from the user. The speech commands could be as simple as “Go over there” or “Go this far.” Along with the information the gesture gives, which could be something like a position in the environment from a pointing gesture or a distance from a holding hands spread apart, the robot is able to make intelligent decisions on how far to move. The robot was also capable of being controlled using a PDA that mapped out the environment. The user could combine the PDA commands with speech commands or gesture commands or be used in place of speech and/or gesture. The tasks given to robots could be interrupted and the robot would eventually return to it’s original task to complete it. Similar interfaces that combine 3D gestures and speech for controlling robots include (Burger et al. 2012; Stiefelhagen et al. 2004).

Consumer Electronics

Multimodal input technologies have matured to the point where they are becoming interfaces to consumer electronics devices, particularly large screen displays and televisions. One commercial example is Samsung’s Smart TV series which includes 3D gestures, speech input, and facial recognition. In the research community, Lee et al. (2013) combined 3D hand gestures and face recognition to interact with Smart TVs. Facial recognition was used as a viewer authentication system and the 3D hand gestures are used to control volume and change channels. Takahashi et al. (2013) also explored 3D hand gestures coupled with face tracking using a ToF depth camera to assist users in TV viewing. Krahnstoever et al. (2002) constructed a similar system for large screen displays that combined 3D hand gestures, head tracking, speech input, and facial recognition. This system was deployed in a shopping mall to assist shoppers in finding appropriate stores. As the technology continues to improve and get smaller and less expensive, these types of multimodal interfaces will be integrated into more consumer electronic devices, such as PCs and laptops, as their main user interface.

1.3.3 Eye Tracking and Gaze

The ability to track a user’s eyes in order to know their gaze location has been an important area of research over the last several years (Duchowski 2007) as there are a variety of commercial eye tracking and gaze determination devices used in many different applications from video games to advertising analysis. One of the more common uses of eye gaze in a multimodal input system has been for object selection by either coupling eye gaze with keyboard button presses (Kumar et al. 2007; Zhang and MacKenzie 2007) or using eye gaze as a course selection technique coupled with a mouse for finer pointing (Hild et al. 2013; Zhai et al. 1999).

Eye gaze in multimodal interfaces include integration with hand gestures for multi-display environments with large area screens (Cha and Maier 2012). Coupling eye gaze with a variety of different modalities including a mouse scroll wheel, tilting a handheld device, and touch input on a smart phone have also be used for pan and zoom operations for large information spaces (Stellmach and Dachselt 2012). Text entry has been explored using eye
gaze by combining it with speech input (Beelders and Blignaut 2012). In this interface, users would focus on a character of interest and issue a voice command to type the character in a document, although in usability testing a traditional keyboard was found to be faster and more accurate. Multimodal interfaces making use of eye gaze have also been developed in the entertainment domain. For example, Heo et al. (2010) developed a video game (see Figure 1.16) that combined eye gaze, hand gestures, and bio-signal analysis and showed the multimodal interface was more compelling than traditional keyboard and mouse controls. Finally, eye gaze has recently been explored in combination with Brain-Computer input (BCI) to support disabled users (Vilimek and Zander 2009; Zander et al. 2010a). In this interface, eye gaze was used to point to objects with the BCI component was used to simulate dwell time for selection. Integrating eye gaze with BCI for multimodal interaction makes intuitive sense, given that movement is often limited when using BCI (see Section 1.3.5).

1.3.4 Facial Expressions

Recognizing facial expressions is a challenging and still open research problem that can be an important component of perceptual computing applications. There has been a significant amount of research on facial expression recognition in the computer vision community (Sandbach et al. 2012). In terms of multimodal interaction, facial expressions are commonly used in two ways. In the first way, other modalities are integrated with facial expression recognizers to better improve facial expression recognition accuracy which ultimately supports human emotion recognition. For example, De Silva et al. (1997) combined both video and audio information to determine what emotions are better detected with one type of information or another. They found that anger, happiness, surprise and dislike were better recognized by humans with visual information while sadness and fear tended to be easier to recognize using audio. Busso et al. (2004) found similar results by integrating speech and facial expressions together in a emotion recognition detection system.
Kessous et al. (2010) used facial expressions and speech as well as body gestures to detect human emotions in a multimodal-based recognizer. Another example of an emotion detection system that couples facial expressions and speech input can be found in (Wöllmer et al. 2010).

The second way facial expression recognition has been used in the context of multimodal interfaces is to build affective computing systems which determine emotional state or mood in an attempt to adapt an application’s interface, level of difficulty, and other parameters to improve user experience. For example, Lisetti and Nasoz (2002) developed the MAUI system, a multimodal affective user interface that perceives a user’s emotional state combining facial images, speech and biometric feedback. In another example, Caridakis et al. (2010) developed an affective state recognizer using both audio and visual cues using a recurrent neural network. They were able to achieve recognition rates as high as 98%, which shows promise for multimodal perceptual computing systems that can not only observe and understand the user when they are actively issuing commands, but when they are being passively monitored as well.

1.3.5 Brain Computer Input

Modern brain-computer interfaces (BCI) are capable of monitoring our mental state using nothing more than an electroencephalography (EEG) connected to a computer. In order for signals to be tracked using today’s technologies, a number of electrodes must be connected to the user’s head in specific locations. These connections limit the possibilities for the addition of certain modalities to systems that the user can interact with. If the user moves while wearing a BCI, there is typically some noise in the signal, decreasing the accuracy of the signal. This is often not a large issue, as BCIs have typically been used to facilitate communication and movement from disabled individuals. A number of companies, including Emotiv (Figure 1.16) and Neurosky, have begun developing low cost BCIs for previously unconventional applications, one of which is video games. With the decrease in the cost of consumer BCIs, a number of multimodal applications using them have been proposed. Currently the most commonly used modalities with BCIs are speech and eye gaze, as these don’t require significant movement of the body. Gürkök and Nijholt (2012) cite numerous examples of BCIs being used to improve user experience and task performance by using a brain-control interface as a modality within multimodal interfaces.

Electroencephalography (EEG) is often combined with additional neuroimaging methods, such as electromyography (EMG), which measures muscle activity. Leeb et al. (2010) showed significant improvement in recognition performance when EEG is used in conjunction with EMG when compared to either EEG or EMG alone. Bayesian fusion of the two signals was used to generate the combined signal. EEG combined with NIRS (Near-infrared spectroscopy) has also been shown to significantly improve classification accuracy of signals (Fazli et al. 2012). NIRS creates a problem for real-time BCIs because of its significant latency.

Gürkök et al. (2011) studied the effect of redundant modalities on a user’s performance in a video game of their own design. The game, titled “Mind the Sheep!,” required the player to move a group of dogs around to herd sheep into a pen. The system setup is shown in Figure 1.17. The game used a mouse in conjunction with one or two other modalities. The
participant controlled which dog was selected using either speech or a BCI. To select a dog with speech, participants needed only to say the name of the dog. To control the dog with the BCI, the participant was required to focus on the desired dog’s location and then release the mouse button on the location where the dog was to move. Participants were asked to play the game under multiple conditions: with automatic speech recognition (ASR), with BCI, and lastly with both in a multimodal mode. The study found that being given the opportunity to select the current modality did not give a significant performance increase when compared to either of the single modality modes, with some participants not even changing modalities once.

One further application for BCI’s is modeling interfaces. Sree et al. (2013) designed a framework for using BCI as an additional modality to assist in 3D modeling. EEG and EMG are again combined, this time in conjunction with a keyboard and mouse to control the modeling operations, with the Emotiv EEG neuroheadset as the primary device. The
software accompanying the Emotiv is used to set some parameters for the device’s signals and calibrate the device for each particular user. Facial movements are detected using the EMG component, with gestures like looking left controlling drawing an arc or blinking to left click on the mouse. Mouse movement is controlled using the EEG component, which detects the intent of the user. The Emotiv API allows for interpretation of twelve movements, six directional movements and six rotational movements which can all be used in the CAD environment. Participant fatigue was a common problem with the system, along with some problems with EEG signal strength. Additional input modalities, such as speech, could be added to this system to allow for improved usability.

Zander et al. (2010b) allowed users the freedom to control a BCI using either imagined movement, visual focus, or a combination of both. The authors proposed that since BCI does not always work for all users when there is only one method of control, providing alternatives or hybrid techniques allows for significant improvement in accuracy. Maye et al. (2011) present a method for increasing the number of distinct stimuli (different tactile and visual stimuli) when using a BCI increases the number of the dimensions the user can control, while maintaining similar mental effort. Brain activity can be more easily classified by asking the user to shift focus between different stimuli. Zander et al. (2010b) separate BCIs that are used in HCI into three categories: active, reactive, and passive.

1.4 Multimodal Integration Strategies

One of the most critical parts of a multimodal interface is the integration component, often called the fusion engine, that combines the various input modalities together to create a cohesive interface that supports meaningful commands. (Lalanne et al. 2009). There are many technical challenges with building multimodal integration engine for several reasons. First, the different input modalities may have very different characteristics including data formats, frequencies, and semantic meaning, making it difficult to combine them together. Second, timing plays a significant role in integration since different modalities may come at different times during an interaction sequence, requiring the integration engine to be flexible in its ability to process the input streams. Third, and related to timing, resolving ambiguities is a significant challenge when the integration engine is under-constrained, the engine does not have enough information to make a fusion decision, or over-constrained, the engine has conflicting information and has more than one possible fusion decision to make. Finally, the input modalities used in multimodal interfaces often stem form natural communication channels (e.g., 3D gesture, speech, facial expressions) where recognition technologies are required to segment and classify the incoming data. Thus, levels of probabilistic uncertainty will exist with these modalities, making the integration engine’s job more complex.

There are two basic approaches to performing multimodal integration in the fusion engine. The first is early integration and the second is late integration and within these two approaches there are several different integration strategies (Turk 2013). The premise behind early integration is the data is first integrated before any major processing is done (aside for any low-level processing). In contrast to early integration, late integration processes the data from each mode separately and interprets it as if it is unimodal before integration occurs. The advantages of late integration is that since the input modalities can be analyzed individually, time synchronization is not an issue and software development tends to be simpler. However,
late integration suffers from a potential loss of information in that it can miss potential cross-modal interaction. For example, in early integration the results from a gesture recognizer could be improved based on the results from a speech recognizer or vice versa. However, with late integration, each individual recognizer must make a decision about its modality independently. The choice of whether to use early or late integration is still an open research question and depends on the types of modalities used as well as the multimodal interaction styles supported by an application. Note that in some cases, a compromise between early and late integration can be used to perform the multimodal integration. For example, taking an early integration of 3D gestures and eye gaze with late integration with speech.

Within the context of early and late integration, there are three different integration levels for any incoming data stream (Sharma et al. 1998). Data-level and feature-level integration both fit into the early integration approach. Data-level integration focuses on low-level processing and is often used when the input modalities are similar such as lip and facial expressions. This type of processing is also used when there is minimal integration required. Since it is closest to the raw data source, it can provide the highest level of detail but is susceptible to noise. Feature-level integration is used when the modalities are closely coupled or time synchronized. Example modalities would be speech recognition from voice and lip movements and example strategies include neural networks and hidden Markov models. Feature-level integration is also less sensitive to noise but does not provide as much detail as low-level integration. Decision-level integration (i.e., dialog level fusion (Lalanne et al. 2009)) is a late integration approach and is the most common type of multimodal integration. Its main strength is its ability to handle loosely coupled modalities (e.g., touch input and speech) but relies on the accuracy of the processing already done on each individual modality. Frame-based, unification-based, procedural, and symbolic/statistical integration are the most common integration strategies under decision-level integration.

1.4.1 Frame-based Integration

Frame-based integration focuses on data structures that support attribute-value pairs. These frames collect these pairs from the various modalities to make an overall interpretation. For example, for speech input, an attribute-value pair could be “operation” with possible values of “delete”, “add entry”, “modify entry”, etc... Each frame supports an individual input modality and the integration occurs as the union of the sets of values in the individual frames. Scores are assigned to each attribute and the overall score from the integration determine the best course of action to take. Koons et al. (1993) were one of the first groups to explore feature-based integration that combined 3D gestures, eye gaze, and speech. More recently, Dumas et al. (2008) developed the HephasTK multimodal interface toolkit which includes the frame-based approach to multimodal integration. Other multimodal interfaces that make use of frame-based integration using a variety of different input modalities include (Bouchet et al. 2004; Nigay and Coutaz 1995; Vo and Wood 1996).

1.4.2 Unification-based Integration

The main idea behind unification-based integration is the use of the unification operator. Taken from natural language processing (Calder 1987), it determines the consistency of two pieces of partial information, and if consistent, combines them into a single result (Johnston
et al. 1997). For example, Cohen et al. (1997b) was the first to use unification coupled with typed feature structures to integrate pen gesture and speech input in the QuickSet system. More recently, Taylor et al. (2012) chose a unification integration scheme for combining speech and 3D pointing gestures and speech with touch gestures to support interaction with an unmanned robotic vehicle while Sun et al. (2006) also used unification coupled with a multimodal grammar syntax in a traffic management tool that used 3D gestures and speech. Unification tends to work well when fusing only two modalities at any one time and most unification-based integration research tends to focus on input pairs. Other examples of multimodal integration based on unification can be found in (Holzapfel et al. 2004; Pfleger 2004).

1.4.3 Procedural Integration

Procedural integration techniques explicitly represent the multimodal state space through algorithmic management (Lalanne et al. 2009). Common example representations using procedural integration include augmented transition networks and finite state machines. For example, both Neal et al. (1989) and Latoschik (2002) made use of augmented transition networks and Johnston and Bangalore (2005) and Bourguet (2002) used finite state automata for procedural integration. Other approaches to procedural integration include Petri nets (Navarre et al. 2005) as well as guided propagation networks (Martin 1998). In these systems speech input was combined with either the mouse, keyboard, pen input, touch input, or 3D gestures.

1.4.4 Symbolic/Statistical Integration

Symbolic/statistical integration takes more traditional unification-based approaches and combines them with statistical processing to form hybrid multimodal integration strategies (Wu et al. 1999). These strategies also bring in concepts from machine learning. Although machine learning has been primarily used with feature level integration, it also have been explored at the decision level (Dumas et al. 2009). As an example, Pan et al. (1999) used Bayesian inference to derive a formula for estimating joint probabilities of multisensory signals and uses appropriate mapping functions to reflect signal dependencies. Mapping selection is guided by maximum mutual information.

Another early example of a symbolic/statistical integration technique is the Member Team Committee (MTC) architecture (Wu et al. 2002) used in the QuickSet application. In this approach, modalities are integrated based on their posterior probabilities. Recognizers from individual modes become members of an MTC statistical integrator and multiple teams are then trained to coordinate and weight the output from the different modes. Each team established a posterior estimate for a multimodal command, given the current input received. The committee of the MTC integrator analyzes the empirical distribution of the posteriors and then establishes an n-best ranking for each possible command. Flippo et al. (2003) used a similar approach to MTC as part of a multimodal interaction framework where they use parallel agents to estimate a posterior probability for each modal recognition result and then weights them to come to an overall decision on the appropriate multimodal command. More recently, Dumas et al. (2012) developed a statistical multimodal integration scheme that uses hidden Markov models to select relevant modalities at the semantic level via
temporal relationship properties. More information on using machine learning in multimodal integration can be found in (Damousis and Argyropoulos 2012; Huang et al. 2006). Although these methods can be very powerful at modeling the uncertainty in multimodal integration, their main drawback is the need for an adequate amount of training data.

1.5 Usability Issues with Multimodal Interaction

Given the very nature of multimodal interaction in the context of perceptual computing, usability becomes a critical part of multimodal interface design because of the attempt to tightly couple different input modalities together in a way that provides an intuitive and powerful user experience (Reeves et al. 2004). To discuss some of the usability issues with multimodal input, we use Oviatt’s 10 myths of multimodal interaction as starting points for discussion (Oviatt 1999). Although written several years ago, they are still applicable today.

*If you build a multimodal system, users will interact multimodally.* Just because an application supports multiple modes of input, does not mean that users will make use of them for all commands. Thus, flexibility in the command structure is critical to support natural forms of communication between the human and the computer. In other words, multimodal interfaces should be designed with flexibility for the user in mind so they can issue commands in different ways. For example, a user should be able to use both speech and 3D gesture simultaneously to issue a command as well as providing support for using speech and eye gaze or using 3D gesture and eye gaze or using speech in isolation. This design choice makes the overall multimodal user interface more complex in terms of how the input modes are integrated, but provides the most generality.

*Speech and pointing is the dominant multimodal integration pattern.* From a usability perspective, speech and pointing make for an intuitive multimodal input combination, especially when the user wants to select some virtual object and then perform some operation on it (e.g., paint [this] cylinder blue). However, as we have seen in this chapter, there are a variety of different multimodal input combinations that are possible. The key question from a usability perspective is does a particular input combination make sense for a particular task. As a general guideline, it is important to provide multimodal input combinations that will support a simple and natural interaction metaphor for any given task. For example, speech and pointing may not be the best input combination in mobile settings where touch input or 3D gestures may be more appropriate.

*Multimodal input involves simultaneous signals.* Not all multimodal input strategies require users to perform the individual inputs at the same time. Certain modalities certainly afford such temporal integration, but in many cases individual input modes are used consecutively (e.g., saying something then performing a 3D gesture and vise versa) but they still act as complementary modes of input. In fact, multimodal input strategies can also use one mode for certain tasks and a second or third mode for other tasks. Thus, from a usability perspective, it is important to recognize that there are a number of different ways individual inputs can be combined and not all of them need to support simultaneous input.
Speech is the primary input mode in any multimodal system that includes it. While speech is a dominant input channel that humans use to communicate, it many cases it does not need to be the primary modality in a multimodal interface. Unfortunately, speech recognition can be compromised in noisy environments, making it a less robust input mechanism. In addition, it may be the case that users do not want to use voice input for privacy concerns. In other cases, speech may simply be a backup modality or other modalities may be better suited to combine for a given task. Thus, when designing multimodal interaction scenarios it is not a requirement to make speech the primary input mode and should only be used when it makes the most sense.

Multimodal language does not differ linguistically from unimodal language. One of the benefits of multimodal interaction is that it tends to simplify input patterns. As an example, consider a user who wants to move an object from one location to another. Using speech in isolation would require the user to not only describe the object of interest, but also describe the location that the objects needs to be placed. However, with a combination of speech and gesture, the user can simplify the description of the object because they are also using a second modality (in this case pointing) to both identify the object and place it in a different location. This input combination implies that one can use simpler input commands for each individual mode of input when performing concurrent multimodal interaction. In terms of usability, it is important to understand that unimodal language can be more complex than multimodal language and that multimodal input can take away this complexity making for an easier to use interface.

Multimodal integration involves redundancy of content between modes. One of the key ideas behind multimodal integration is that providing redundant modes of input can help to support a better user experience because each individual mode can be used to reinforce one another. This is certainly true from a computational point of view and does have its place in multimodal integration. However, the complementary nature of multimodal input should not be ignored for its benefits from a usability perspective. Thus, ensuring proper multimodal integration to support complementarity is important from the user’s perspective.

Individual error-prone recognition technologies combine multimodally to produce even greater unreliability. One of the interesting challenges with multimodal input, especially with perceptual computing, is that the input modalities used (e.g., speech, 3D gesture, 2D gesture) require recognition technologies used to understand the input. Unfortunately recognition is error-prone based on the accuracy of the individual recognizers. However, combining multiple recognition-based input together actually can help improve accuracy for the overall command, producing a more reliable interface. Multimodal integration strategies are key to this improvement. In addition, users, if given a choice, will tend to work with modalities that they believe have higher accuracies. Thus, from a usability perspective, this usage pattern is another reason to ensure the multimodal interface is flexible.

All users’ multimodal commands are integrated in a uniform way. Users of multimodal interfaces tend to identify an integration pattern for how they will use the interface fairly early on and they will stick with this pattern. However, as we have seen, there are many
different ways that people can use a multimodal interface. Thus, it is important for the multimodal integration scheme to be flexible and try to identify the dominant integration pattern on a per user basis. This approach then can support improved recognition rates because the fusion engine would be aware of how the user is interacting with the different modalities.

**Different input modes are capable of transmitting comparable content.** Not all input modalities are created equal. In other words, different modalities have strengths and weaknesses depending on the type of information that the user wants to convey. For example, eye gaze will produce very different types of information than speech. Thus, from a usability perspective it is important to understand what modalities are available and what each one is ideal for. Trying to use a given modality as input for tasks that it is not suited for will only make the interface difficult to use.

**Enhanced efficiency is the main advantage of multimodal systems.** Finally, speed and efficiency is not the only advantage of multimodal interfaces. Reducing errors from individual recognition systems as well as providing more flexibility to interact with an application in the way that users want to are also important advantages of multimodal interaction. In addition, a properly designed multimodal interface will provide a level of generality to the user to support a variety of different tasks, applications, and environments.

### 1.6 Conclusion

In this chapter, we have explored how combining different input modalities can form natural and expressive multimodal interfaces. We have examined the types of multimodal input strategies and presented a variety of different multimodal interfaces that offer different combinations of touch input, speech, 3D gesture, eye gaze and tracking, facial expressions, and brain computer input. We have also examined multimodal integration or fusion, a critical component of a multimodal architecture that integrates different modalities together to form a cohesive interface by examining the different approaches and levels of integration. Finally, we have presented a number of usability issues as they relate to multimodal input. Clearly, multimodal interfaces have come a long way from Bolt’s Put that there system (Bolt 1980). However, more work is still needed in a variety of areas including multimodal integration, recognition technology, and usability to fully support perceptual computing applications that provide powerful, efficient, and expressive human computer interaction.
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