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Unless you�ve been living underground for 
the last couple of years, you know that 
the Nintendo Wii has taken the gaming 

world by storm. Wii consoles, games, and ac-
cessories �y off the shelves faster than they can 
be restocked, and enterprising resellers make a 

tidy pro�t hawking the Wii on 
eBay. Not only that, the Wii has 
brought a new demographic to 
gaming. Its appeal isn�t limited 
to males ages 15 to 30; moms, 
older adults, and whole families 
also enjoy the games. The Wii�s 
unique style of input and the 
types of games that can use this 
input make gaming on the Wii a 
unique experience.

What makes the Wii special 
is its 3D user interface (3D UI). 
It employs not only 3D graphics 
(like all modern gaming con-
soles) but also innovative spatial-

input devices that can sense how the user moves 
them. The gamer can swing his or her arm to roll a 
bowling ball, point directly at the screen to grab an 
object, or punch the air to win a boxing match.

Although playing with the Wii is the �rst time 
that many people have seen or experienced a 3D 
UI, research in this area has been around for many 

years. Researchers in �elds such as VR and aug-
mented reality (AR), human-computer interaction, 
computer graphics, and human-factors engineering 
have all wrestled with dif�cult questions about the 
design, evaluation, and application of 3D UIs.

What 3D interaction techniques work best for 
important tasks such as navigation and manipu-
lation? How should we design 3D input devices? 
What are the most appropriate mappings between 
3D input devices, displays, and interaction tech-
niques? How can we integrate multiple 3D tech-
niques into a seamless 3D UI? These questions, 
and many others, make 3D UIs an exciting area 
with a wide variety of open issues.

As the Wii demonstrates, 3D UI research is more 
relevant than ever. As a result, the 3D UI com-
munity has been expanding and coalescing�the 
IEEE Symposium on 3D User Interfaces, �rst held 
in 2006, is one piece of evidence for this. In this 
article, leading experts in the �eld (the founders 
and organizers of the 3DUI Symposium) present 
seven pieces on the state of the art of 3D UIs and 
their future prospects.

The �rst four pieces describe some of the latest 
3D UI research trends. Bernd Froehlich covers the 
design of 3D input devices, speci�cally the use of 
novel combinations of sensors. Michitaka Hirose 
describes using biosignals (for example, brain ac-
tivity) as an input mechanism. Providing haptic 

Three-dimensional user 
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using direct 3D input in 
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the state of the art in several 
key aspects of 3D UIs and 
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(touch) feedback in 3D UIs has been a dif�cult 
topic; Sabine Coquillart describes research on 
pseudo-haptic interfaces, in which clever use of 
other sensory displays simulates haptic feedback. 
Yoshifumi Kitamura explores the application of 
3D UIs to multidisplay interfaces.

The next two pieces provide new perspectives 
on 3D UI design. Wolfgang Stuerzlinger proposes 
eight guidelines for designing next-generation 3D 
interaction techniques. Another challenge is the 
design of multiuser, collaborative 3D UIs; Kiyoshi 
Kiyokawa presents several strategies addressing 
this challenge.

Finally, Doug Bowman provides a new perspective 
on 3D UI research directions. He suggests two broad 
strategies for increasing this research�s impact.

Multisensory Input for Improved  
Control and Performance
Today, 3D interaction in games, CAD, or 3D ani-
mation applications is performed mainly with the 
2D mouse. Everything is mapped to the input from 
a single pointer, so users must learn the transfor-
mations of their input actions. The more complex 
these transformations are, however, the harder the 
training and performing can be. The current trend 
toward multitouch interfaces at least acknowledges 
that humans tend to act with more than one �n-
ger at a time. However, this still only scratches the 
surface of the immersive experience that virtual 
environments will offer in future computer appli-
cations. What about grasping, turning, pushing, 
throwing, and jumping when interacting with ap-
plications? The Wii�s success shows that users want 
a more engaging computer experience. In particu-
lar, professional applications are still far from pro-
viding suf�ciently versatile user interfaces.

Task-Driven Design of Interaction Techniques
For control and ef�ciency, the user�s focus must be 
kept on the task at hand. Graphical widgets, how-
ever, require users to keep track of their current in-
teraction state. This is cumbersome and preempts 
cognitive capacities that would otherwise be avail-
able for solving the task. To improve the situation, 
we need to design not only software interfaces but 
also sensor hardware that �ts spatial interaction�s 
speci�c requirements. The visual paradigm �what 
you see is what you get� (WYSIWYG) should be-
come an action-based approach following the idea, 
�what you do is what happens.�

Designing human-computer interfaces in this 
way requires knowledge of various disciplines, 
including psychology, software engineering, and 
product design. The challenge is to �nd the best 

solution for a certain task instead of developing a 
workaround to enable the desired functionality in a 
given infrastructure. Our research at the Bauhaus-
Universität Weimar proceeds in six main steps:

Observe the cognitive, perceptual, and mo-
tor performance of humans interacting in the 
physical world.
Model the cognitive, perceptual, and motor 
demands of a certain task to create interac-
tion metaphors.
Develop sensors, low-level interfaces, and de-
vice drivers to record human actions as input 
for computer applications.
Design input devices�a combination of sen-
sors assembled ergonomically.
Implement the designed interaction systems in 
prototype applications to involve users in the 
development process.
Examine usability and adjust the design.

Because these aspects are interrelated, the whole 
design process is iterative.

Input Device Design
Each type of input sensor provides speci�c sensory 
feedback, depending on its construction and mea-
sured input parameters. For example, an elastic 
joystick�s counterforce perfectly matches the task 
of controlling velocity during navigation through a 
virtual environment. Props such as Ken Hinckley�s 
doll�s head1 resemble a manipulated virtual object 
and are typically free-moving devices ideally suited 
for positioning the object in space. Such isotonic in-
put relies mainly on proprioception and tactile feed-
back. Elastic input and isometric input employ the 
human�s force sensors (for example, tendons and 
ligaments). Most input devices combine different 
types of input sensors. We use the term multisen-
sory input to emphasize that each input sensor pos-
sibly relies on different human senses or sensors.

Another major factor in the design of interac-
tion systems is the simultaneously available de-
grees of freedom (DOF) of the input controller 
versus the integral attributes of the task it�s de-
signed to control.2 For example, if a task requires 
movement in all three dimensions, the input de-
vice should support these translations along mul-
tiple axes simultaneously. If the task requires only 
two dimensions, as with viewpoint orientation in 
space, the input device�s operational axes should 
be constrained to prevent unintentional actions.

Obviously, designing an individual controller 
for every type of 3D task would be uneconomical. 
To design input devices, we examine various tasks 
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in targeted applications and identify task-speci�c 
interactions and interaction sequences. These ob-
servations form the basis for our design decisions. 
A task�s parameters de�ne the types of sensor best 
employed for manufacturing a relevant control de-
vice. The relative frequency of speci�c tasks and 
the transitions between tasks provide information 
about which sensors to incorporate in a device and 
how easy switching among those sensors should 
be. Providing good combinations of simultaneously 

and separately available DOF through an ergonomic 
arrangement of various sensors still remains a con-
siderable challenge. In addition�as for any physical 
tool�design qualities such as weight, shape, and ap-
pearance qualify input devices for certain uses. The 
GlobeFish and Groovepad illustrate our attempts to 
address these design concerns.

The GlobeFish
Manipulating objects in 3D is a central task in 
most digital-content-creation systems. We observed 
users performing this task while using an integrated 
6-DOF input device, the commercially available 
SpaceMouse. They alternated between rotating and 
translating and rarely used both operations simul-
taneously. So, we decided to build an input device 
that uses separate sensors for these two interaction 
modes and allows rapid switching between them.

This is the central idea of our GlobeFish, a cus-
tom 3-DOF trackball embedded in a spring-loaded 
frame (see Figure 1a).3 The trackball sensor mea-
sures the rotation of the ball, which is manipulated 
by the �ngertips, and transforms the sensor reading 
into a corresponding rotation of a virtual object. 
Tightening the grip on the trackball and pushing 
or pulling it in any direction controls the virtual 
object�s translation along the corresponding spatial 
dimensions. In a user study, we compared Globe-
Fish to the SpaceMouse for object positioning.3 The 
GlobeFish clearly outperformed the SpaceMouse, 
and most users preferred the new device.

Motivated by these results, we�re studying Globe-
Fish�s usability for viewpoint navigation. Because 
this task is more complex than manipulation per-
formance, it can�t be evaluated as easily. Navigation 
in large environments involves motor control and 
cognitive tasks. The motor behavior, called travel, 
is the viewpoint�s movement from one location to 
another. The cognitive process, called way�nding, 
is the speci�cation of a path through an environ-
ment. During traveling, way�nding is supported 
mainly by regular rotations of the view to scan 
the environment passing by. For that purpose, the 
rotational DOF must be controlled independently 
of other input channels. GlobeFish�s tangible sepa-
ration of rotational input from translational input 
facilitates this environment scanning and thus 
way�nding. Different interaction metaphors may 
support travel along a given path.

The Groovepad
This device consists of a regular touchpad surrounded 
by an elastically suspended ring with joystick-like 
functionality. Its two input sensors can be used 
separately but facilitate frequent and �uid switch-

Figure 1. Two multisensor 3D input devices developed at Bauhaus-
Universität Weimar: (a) With the GlobeFish, the user�s left hand 
navigates and manipulates objects with 6 degrees of freedom (DOF), 
and the right hand performs pointing and selection. (b) The Two-4-Six 
consists of a Groovepad, operated by the thumb, and an analog rocker 
joystick operated by the pointer �nger. The Groovepad controls 5-DOF 
navigation; the joystick controls backward and forward motion.

(a)

(b)
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