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Fig. 1. A closeup of palpation interaction on a virtual patient (left), a lightweight palpation pad as a hardware modification for a haptic
device (middle), and a medical training simulator prototype used by a medical expert (right).

Abstract—Palpation is a physical examination technique where objects, e.g., organs or body parts, are touched with fingers to
determine their size, shape, consistency and location. Many medical procedures utilize palpation as a supplementary interaction
technique and it can be therefore considered as an essential basic method. However, palpation is mostly neglected in medical
training simulators, with the exception of very specialized simulators that solely focus on palpation, e.g., for manual cancer detection.
In this article we propose a novel approach to enable haptic palpation interaction for virtual reality-based medical simulators. The
main contribution is an extensive user study conducted with a large group of medical experts. To provide a plausible simulation
framework for this user study, we contribute a novel and detailed interaction algorithm for palpation with tissue dragging, which utilizes
a multi-object force algorithm to support multiple layers of anatomy and a pulse force algorithm for simulation of an arterial pulse.
Furthermore, we propose a modification for an off-the-shelf haptic device by adding a lightweight palpation pad to support a more
realistic finger grip configuration for palpation tasks. The user study itself has been conducted on a medical training simulator prototype
with a specific procedure from regional anesthesia, which strongly depends on palpation. The prototype utilizes a co-rotational finite-
element approach for soft tissue simulation and provides bimanual interaction by combining the aforementioned techniques with
needle insertion for the other hand. The results of the user study suggest reasonable face validity of the simulator prototype and in
particular validate medical plausibility of the proposed palpation interaction algorithm.

Index Terms—Medicine, physically-based simulation, haptics, user studies.

1 INTRODUCTION

There are numerous reasons for medical simulation, e.g., ethical is-
sues, patient safety, training, pre-operation planning and warm up.
Benefits of virtual reality-based (VR) medical simulation are, ex-
changeable scenarios, fully controllable environments, automated as-
sessment, unlimited repetitions, etc., and have been proven in various
studies. Many medical procedures are often preceded or accompa-
nied by palpation. Palpation can be defined as a manual technique and
is usually used for localization and confirmation of anatomical land-
marks such as bones, muscles and pulse. It requires anatomical knowl-
edge, practical experience and the sense of touch to identify these sub-
cutaneous anatomical landmarks. Therefore, its inclusion in training
simulators could be beneficial.

The article is structured as follows. First, we provide an overview
of related work in Section 2. In Section 3 follows one contribution
of the article with a novel palpation interaction approach, which com-
bines tissue dragging and rendering of various haptic effects. Section
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4 explains how to construct a palpation pad as a hardware extension
for a haptic device. Finally, the main contribution of this article is in
Section 5 and consists of an extensive user study with medical experts.
It evaluates a simulation prototype with a specific medical procedure
that utilizes the aforementioned solutions for palpation interaction.

2 RELATED WORK

A survey on simulators for palpation training [44] discriminates be-
tween three categories: physical, virtual and hybrid. In the following,
we will focus on VR-based approaches and a few hybrid approaches.

In the nineties, several palpation simulators were based on the Rut-
gers Master II force feedback glove [17]. The first simulator appli-
cation with this device was developed for training of knee palpation
[27]. Another simulator, also with this force feedback glove, was cre-
ated for abdominal palpation to detect subsurface liver tumor [14].
It featured multiple finger support and used deformation depth for
lookup in force deflection curves. These force deflection curves were
acquired in a controlled environment, either from measuring on gel
phantoms, or from calculating off-line finite element method (FEM)
simulations. Bureda et al. [6] developed a simulation to train the de-
tection of prostate cancer. A PHANTOM haptic device was used with
a thimble attached to the end-effector. The force calculation was based
on a modified non-linear Hooke’s law equation with subjectively cho-
sen stiffness parameters. Another simulator for prostate examination
[24] utilizes FEM to simulate collision of two meshes with very low
resolution (200 nodes in total) representing internal organs for indirect
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palpation. The work of Crossan et al. [12] focused on simulation for
horse ovary palpation in veterinary training with a PHANTOM haptic
device. The same group later on created two hybrid simulators: one for
bovine rectal palpation [5] with the PHANTOM haptic device inside a
fiberglass model of a cow’s back [4] and another one for feline abdom-
inal palpation [33] with two PHANTOM devices and a cat puppet. At
Ohio University the Virtual Haptic Back was developed [43]. In this
simulator the bone segments of the spine can be explored and manip-
ulated by the index fingers through thimbles attached to two PHAN-
TOM devices. The simulation is based on a combination of rigid body
dynamics and a simple mass-spring system. A further approach for
haptic rendering of palpation has been proposed in [8]. The simulator
utilizes a PHANTOM desktop device and proposes a contact model
for the fingertips based on Hertz’s deformation theory [26]. One of the
first simulators for breast palpation utilizes a PHANTOM device and
a static breast model [1]. A hybrid approach [16] combined a silicon
breast with a dynamic pulse simulation and compared it to a static sil-
icon model. The Haptic Interface Robot (HIRO) device consists of a
force actuated 6DOF arm and 3 fingers with 3DOF force output [22].
This system was used in a simulator for breast palpation [2]. In this
simulator the breast tissue is simulated with a simplified FEM mesh
utilizing the condensation technique to only compute deformations of
the surface nodes [13]. Recently, the simulator has been updated with
the five-fingered HIRO III device [15]. In a mixed-reality approach,
pulse simulation has been achieved with pneumatic augmentation of
cadavers [37]. Whilst effective, the approach is costly and ethically
questionable. Another system [25] combines a PHANTOM haptic de-
vice with a pin-array tactile display for area-based haptic rendering
and compares it with point-based haptic rendering in a user study. A
simulator for the femoral pulse [9] compares three different tactile ac-
tuators: piezoelectric pads, micro speakers and a pin-array display. In
a follow-up work from the same authors [10] the femoral pulse is sim-
ulated with a hydraulics-based pad mounted on one modified NovInt
Falcon haptic device.

In summary, there are already many interesting approaches for pal-
pation simulation. However, most of these solutions are very much
optimized for a specific procedure and thus difficult to apply to other
procedures. Furthermore, most solutions focus on a detailed descrip-
tion of the haptic rendering and only briefly mention deformation with-
out providing algorithmic details. If deformations are supported, then
mass-spring systems are often utilized instead of the more versatile
and continuum mechanics-based FEM. User studies are lacking com-
pletely in most of the approaches. In contrast, our approach has been
successfully tested with a FEM-based soft tissue simulation, provides
a detailed description of the algorithms for tissue dragging and haptic
rendering, proposes a hardware modification and employs a user study
to assess face validity of the simulator.

3 PALPATION INTERACTION

Palpation is a physical examination technique where fingers are uti-
lized in prehensile motions, e.g., grasping and seizing, and non-
prehensile motions, e.g., pushing and lifting [31]. In the following,
we focus on non-prehensile movements. Consequently, the soft tissue,
represented in our simulation by tetrahedral behavior meshes, should
be deformable and draggable during sliding motions depending on sur-
face friction. In the following, we first propose a visual coupling to
prevent object intersections in the visual feedback, describe a tissue
dragging approach and then specify two force rendering algorithms
that are essential for palpation simulation.

3.1 Visual Coupling
For visual feedback during palpation interaction, we use a visual cou-
pling-approach between the device tool center point TCP and the vi-
sual model center point VCP, where VCP transforms the virtual hand’s
geometry (see Figure 2). One option would be to optimize the dis-
crepancy by position and velocity [7]. Our approach is loosely related
to virtual coupling [11] and the god-object proxy [45] and works as
follows. In its neutral state, the TCP resides at the finger tip that is
used as “palpation-sensor”. Furthermore, for collision detection a ray

Fig. 2. Schematic overview of visual coupling between the visual model
center point VCP and input device tool center point TCP. Without collisions
VCP equals TCP (left). However, when the device ray ~r collides with the
skin surface ob jCD

i , VCP is constrained to the current contact point Ci
(right).

~r is attached to TCP and aligned to the palpating finger (see Figure
2, left). Collisions are checked with a triangle-ray test, implemented
in the Bullet Physics Library, using the ray ~r and testing against ob-
jects ob jCD

i of the virtual patient. Those objects represent all palpable
structures in the virtual patient, e.g., skin surface, hip bone, and mus-
cle lodges. If there are no collisions, the visual model is transformed
by the device tool center point: VCP = TCP (see Figure 2, left). How-
ever, if there is a collision between the ray~r and an object ob jCD

i , the
intersection point is stored as Ci. In this case, TCP can intersect and
penetrate the skin surface and other structures, while the visual model
of the virtual hand is constrained to the current contact point Ci on the
skin surface: VCP =Ci (see Figure 2, right).

3.2 Tissue Dragging

We propose a novel algorithm (see pseudo code in Figure 3) with tis-
sue dragging to simulate palpation interaction between a virtual hand
controlled by the user and the soft tissue of a virtual patient as follows.
Dragging only occurs during contact with the skin surface. First, the
nearest surface node Bi of the behavior mesh relative to the collision
point Ci is searched by proximity search. For dragging in normal di-
rection, we use a Hookean spring constraint csi between Bi and the
device position TCP projected to the contact normal ~ni with a stiffness
value k depending on the tissue type (see Figure 4):

~f n
Bi
=−((Bi−TCP) ·~ni)~nik. (1)

To determine the lateral dragging behavior for the skin surface, any
appropriate friction model with stick-slip behavior can be applied, e.g.,
Karnopp friction [21] or one of the friction models summarized in a
survey [3]. In a first approach, we assume that friction of the finger in
the stick phase is proportional to the normal force [30]. Depending on
the magnitude of the finger’s pressure, i.e., force in normal direction
~fni , we switch between stick and slip states, where fstick is a threshold
based on real-world measurements [20, 36]. During the stick state,
we save the initial contact point C′i and compute the lateral stretching
distance dlat based on the visual model’s center point of the tool VCP,
i.e., the virtual finger position (collision point) on the skin surface:

dlat = |VCP−C′i |. (2)

To limit the distance dlat , we use an euclidean length constraint dmax
lat .

Once this threshold is reached, the attached skin node Bi is released,
and the external force nulled with ~f ext

Bi
= 0 to allow local skin relax-

ation. We got good results with heuristically estimated values for dmax
lat

in the range between 2 cm to 4 cm. Finally, the lateral dragging force
is computed:

~f lat
Bi

=

{
0, if (|~fni |< fstick)∨ (dlat > dmax

lat )

(VCP−C′i)k, if (|~fni | ≥ fstick).
(3)
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1 for(each ob jCD
i )

2 Ci,~ni = collision_detection(~r,ob jCD
i );

3 if (Ci!=NULL) // collision occured

4 if (ob jCD
i ->untouched) // first collision

5 cpi = new constraint_plane(Ci,~ni);

6 ob jCD
i ->untouched = false;

7 else // update collision contact

8 cpi->update(Ci,~ni);

9 pulse_force->update(TCP);

10 if (ob jCD
i ==skin_surface) // drag only skin

11 |~fni | = calculate_friction(Ci,TCP);

12 if (!dragging && |~fni | ≥ fstick) // start dragging

13 Bi = proximity_search(VCP,ob jB
j );

14 csi = new constraint_spring(TCP,Bi);

15 C′i = Ci;

16 dragging = true;

17 else // update dragging

18 if (|~fni | ≥ fstick)

19 csi->update(TCP); // ~f ext
Bi

= (VCP−C′i)k
20 dlat = |VCP−C′i |;
21 if (|~fni |< fstick || dlat > dmax

lat ) // stop dragging

22 delete csi; // ~f ext
Bi

= 0
23 dragging = false;

24 else

25 update_vishand(Ci); // constrained VCP =Ci

26 else // no collisions

27 delete cpi;

28 ob jCD
i ->untouched = true;

29 update_vishand(TCP); // unconstrained VCP = TCP

Fig. 3. Pseudo-code for palpation simulation with visual coupling (Sec-
tion 3.1), tissue dragging (Section 3.2), a multi-object force algorithm
(Section 3.3), i.e., multiple cpi, and a pulse force algorithm (Section 3.4)
in a dynamic environment.

The normal and lateral dragging forces are combined and stored as
force vectors in an external forcefield:

~f ext
Bi

= ~f n
Bi
+~f lat

Bi
(4)

This forcefield is applied to the nodes of a tetrahedral behavior mesh
and thereby dragging and deforming the tissue. By using such behav-
ior meshes our approach stays generic and can be utilized by mass-
spring systems or finite element methods (FEM). In our case, a co-
rotational FEM from SOFA [32] is used for the soft tissue simulation.
In the pseudo code in Figure 3 we summarize the normal and lateral
dragging force as a constraint spring csi, which approximates the in-
fluence of these forces by a spring between TCP and Bi.

Subsurface structures are embedded in the behavior mesh either by
barycentric mapping or by constraints applied to mesh nodes, e.g.,
fixed nodes that represent bones. Thus, internal structures like blood
vessels are deformed accordingly if external dragging forces are acting
on the skin surface.

3.3 Multi-Object Force Algorithm
For palpation of subdermal structures, i.e., objects under the skin
layer, we use a multi-object force algorithm. A collision ray ~r is at-
tached to the unconstrained position of the input device TCP, as ex-
plained already in visual coupling (see Section 3.1). On collision of~r
with surface or subsurface objects, constraint planes are created (see
Figure 5). The constraint plane cpi is defined by the contact point of
the collision Ci and a contact normal ~n. Forces depend on the posi-
tion of the haptic device TCP relative to the constraint plane, i.e., the

Fig. 4. Schematic overview of tissue dragging. Bi is the closest point
in the behavior mesh ob jB

j to the first contact point C′i . The point Bi is
dragged by a force ~f n

Bi
in normal direction and by a force ~f lat

Bi
in lateral

direction, which are combined to an external force ~f ext
Bi

(left). The dis-
tance dlat between the initial contact point C′i and the current VCP and
the magnitude of the force in normal direction ~fn determine the state of
tissue dragging, i.e., stick or slip friction (right).

Fig. 5. Schematic overview of multi-object force rendering with one
object in contact (left) and several objects with indirect contact (right).
The light and dark blue lines representing constraint planes cpi,cpi+1
for force feedback.

shortest distance ∆d of TCP to the constraint plane cpi:

∆d = |~n · (TCP−Ci)|. (5)

Then a haptic feedback force can be computed with Hooke’s law,
where k is a spring constant that is defined for each object/tissue type,
and a damping term with a damping constant c and the device velocity
is added to simulate viscosity:

~fcpi = k∆d~n+ cṪCP. (6)

Both constants k and c have been adjusted for the simulation in expert
reviews and depend on the limits and characteristics of the employed
haptic device. The constraint planes in this approach are similar to
the concept introduced for haptic rendering in [35], which supported
one surface only. However, in our approach, the proxy-object VCP has
no history and utilizes no optimization algorithm. Instead, it is always
moved to the outermost ray-intersection Ci, i.e., the virtual fingers stay
on the skin surface and are consistent with the tissue dragging. Fur-
thermore, the subsurface constraint planes are aligned with the surface
plane, i.e., they are co-linear to the surface plane instead of being per-
pendicular to the local contact normal (e.g., dark blue continuous line
compared to dashed line in Figure 5). We experimented with both al-
ternatives and got more consistent and directional stable force output
with the co-linear constraint planes.

Additionally, because the whole scene is dynamic, the force algo-
rithm should be capable to perform haptic rendering of deformable ob-
jects. Not only the outermost surface is deformed by tissue dragging,
but also the internal structures, embedded in the behavior mesh, are
deformed accordingly. Therefore, to support the haptic rendering of
deformable objects, the constraint planes are transformed accordingly
during deformations. For example, the ligament in the hip region can
be simultaneously deformed and “touched” by the palpating hand.
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1 if (( f1 - f0) > (2 * fmax))

2 f1 = f0 + fmax;

3 else if (( f1 - f0) > fmax)

4 f1 = ( f0 + f1) / 2;

Fig. 6. Pseudo-code to smooth forces, i.e., to prevent large discontinu-
ities, between current force f1 and previous force f0, as proposed by
[18]. The algorithm is applied to all three force axes x,y,z separately.

Û
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0 T 2T
Time

d d

Fig. 7. A rectangular pulse wave (blue line) showing the pulse amplitude
Û , duration d and period T , compared to a measured human arterial
pulse signal (green line). The measured pulse form has been adapted
from [38]).

Force Interpolation and Smoothing

The positions and normals of the constraint planes are updated dur-
ing the iterations of the palpation algorithm. Between such position
updates (at 120 Hz), the force rendering algorithm evaluates the cur-
rent haptic device position TCP and calculates force vectors based on
Hooke’s law during the haptic render loop of the haptic device (at 1000
Hz). However, the switch between constraint planes, as well as low-
resolution surface meshes, leads to discontinuities in the force output.
To resolve this issue we combine two solutions. First, we use lin-
ear interpolation between constraint planes after each position update.
Furthermore, we apply a special smoothing filter for force rendering
[18]. This algorithm ensures a maximum force difference fmax be-
tween successive force frames f0 and f1, as shown in Figure 6.

3.4 Pulse Force Algorithm

The human pulse is an important landmark for palpation and should
be simulated with a force algorithm. We approximate the pulse signal
with a rectangular wave form (see Figure 7). The duty cycle is defined
as the ratio of the pulse duration d and pulse period T . To parametrize
this wave form, we chose the following values: duty cycle D = 0.2,
pulse rate R = 50− 160 BPM (period T = 1/R) and peak amplitude
Û = 1 N. These values are based on [38] and have been refined in
expert reviews with our prototype. The pulse rate can be dynamically
modified during the simulation, e.g., excitement of the virtual patient
can be simulated by increased pulse rates.

Based on our previous work with a pulse simulation for particle-
based soft tissue [40], we distribute pulse point sources Pi along the
femoral artery. These pulse points have a predefined range rPi that
represents the radius in which the pulse source can be felt. For op-
timal distribution, we recommend to place the pulse points with one
radius distance between each other, e.g., utilizing a 3D modeling ap-
plication. Thus, the intersecting volumes form a sweeped tube-like
structure covering the artery (see Figure 8). One advantage of this ap-
proach is the fast collision detection with point-sphere tests, compared
to more complex bounding volumes. Furthermore, these point sources
are attached to the data structure of the femoral artery, which in turn
is embedded in a behavior mesh. Thus, the pulse sources are modified
and updated accordingly during tissue deformation, without costly op-
erations, i.e., the update just consists of one barycentric transform for
each pulse source point. Pulse forces are calculated when the tool
center point of the haptic device TCP is within range of a pulse point

Fig. 8. Example of arterial pulse point sources Pi with influence ranges
rPi .

sources ∆d ≤ rPi , where:

∆d = |Pi−TCP|. (7)

Thus, the pulsating force is computed depending on distance and sim-
ulation time:

~fPi(t) =

{
0, if (d < (t mod T ))∨ (∆d > rPi)

k(rPi −∆d)~n, if (t mod T )≤ d.
(8)

The stiffness constant k which equals to Û can be varied to model low
or high blood pressure. The force direction depends on ~n, which can
be defined as the normalized vector between TCP and Pi. However, we
suggest to use the contact normal of the surface for~n, in order to have
a more directional consistent force output over time. Furthermore, the
inverse relationship of the force magnitude to the difference between
distance ∆d and range rPi of the pulse points creates a very subtle pulse
force that gets stronger with closer proximity.

4 PALPATION PAD

In order to improve the user interface for the palpation task, we pro-
pose an easy-to-replicate modification of the hardware of the PHAN-
TOM Omni haptic device. Several approaches have been already re-
ported, which replace the default stylus of the haptic device with a
finger thimble for palpation [5, 42, 23]. One similarity between these
solutions is that the tip of the index finger is inserted into a finger thim-
ble. However, for the palpation task at least two fingers should interact
with the simulated surface. Although, multiple haptic devices could be
used to support haptic feedback of several fingers, e.g., three haptic de-
vices have been combined to support grasping tasks [29], we opted for
a solution with a single device. The problem with multiple devices for
one hand is the overlap of workspaces which limits close alignment of
fingers and furthermore increased costs of several devices.

In order to design this new extension, we first collected technical
and medical requirements. From a technical point of view, the exten-
sion should be light weight, e.g., the default stylus weighs 25 g. To
attach the new extension, a female 1/4′′ jack plug should be used, be-
cause this standardized connector type is already used for the default
stylus. Application-based requirements, i.e., based on the medical pro-
cedure of palpation, are a non-prehensile grip and a hand-pose with
extended index and middle finger, where only the finger tips are in
contact with the device. In comparison, the stylus requires a prehen-
sile grip including the thumb, which contradicts the requirements for
palpation where the thumb should not be in contact with the device.
The device extension was constructed in a user-centered design pro-
cess. Several prototypes were iteratively tested and refined with three
subject matter experts: one anatomy professor, one veterinarian, who
has to rely strongly on palpation, and an anesthesiologist with regional
anesthesia experience.

We have opted for a pad shape, to enable a natural control interface
with a palpation finger posture. The pad is operated with the distal
segments (fingertips) of the index and middle fingers strapped onto
the pad’s surface by rubber bands. The design was optimized to be
lightweight while still maintaining stability and durability. Further-
more, the size and shape of the pad have been adjusted for average
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Fig. 9. Cutting plan for the palpation pad from 3 mm acrylic glass: side
part (left) needed twice and one base plate (right).

Fig. 10. Side (left) and front view (right) of the palpation pad attached
to the PHANTOM Omni haptic device. The pad is aligned closely to the
rotation center of the device’s end effector to improve stability.

finger sizes. The construction was assembled from 3 mm acrylic glass
laser-cut shapes (see Figure 9) and equipped with a 1/4′′ jack plug to
connect to the end effector of the device (see Figure 10). Standard 3
mm thick foam rubber with an adhesive backside was used to provide a
neutral surface material. This material was chosen by the subject mat-
ter experts and their preferred choice because of the grip/friction and
neutral temperature properties (warms up quickly to the finger con-
tact). The material was compared to pure acrylic glass surface (“too
artificial”), to thin latex material (“too slippery on the acrylic glass sur-
face”) and to thin silicon material (“too soft”). The complete extension
weighs 30 g. Thinner versions turned out to be too fragile. Because
of this very minor weight difference to the default stylus, we added no
gravity compensation to the force rendering algorithms. An example
of the usage of this device extension is shown in Figure 1.

5 USER STUDY

5.1 Experiment Design

The experiment design employs an expert review for face validation
of a simulator prototype that utilizes the palpation interaction and the
palpation pad described in the previous two sections. The participants
were first introduced to the simulator and given five minutes to famil-
iarize themselves with the controls. Then, they were tasked to find the
femoral pulse in the inguinal region and to insert the needle next to
it, to reach as close as possible to the nervus femoralis, with an upper
time limit of ten minutes. Only one dataset was used and the main
goal during the task was set on evaluating the haptic feedback and soft
tissue simulation and not on a successful outcome of the procedure.
An additional task was introduced to compare the custom-built palpa-
tion pad (see Section 4) with the default stylus of the haptic device.

Therefore, after completing the first task, the end effector of the hap-
tic device for the palpation hand was exchanged by the default stylus.
Then, the users were asked to try out palpation for a few more minutes
with this changed hardware. The user study was carried out with a
group of anesthesiologists at the local university hospital over a time
span of two weeks.

5.2 Apparatus

The apparatus for this user study consists of two haptic devices
(PHANTOM Omni R© haptic device, SensAble Technologies), a
passive-stereo VR-desktop system with a SXGA+ 60′′ rear-projection
screen (flip 150, imsys) coupled with an optical IR-tracking system
(TrackPack, Advanced Realtime Tracking) and is driven by a 2.4 GHz
(Intel R© CoreTM2 Quad) desktop PC with 4 GB RAM, Windows 7
operating system and a Quadro FX 4600 graphics card with 768 MB
RAM (Nvidia). The haptic devices were positioned and fixed 27 cm
apart (center to center) on a height-adjustable rack (bottom plate to
floor: 78–104 cm) that was located in front of the screen (see Figure
1, right). The devices were operated in a standing position.

5.3 Software

The prototype allows for bimanual interaction and has components
for a physics-based FEM soft tissue simulation, interaction algorithms
utilizing collision detection and visual and haptic rendering. The up-
date rates were set for the two haptic loops to 1000 Hz, for simula-
tion to 25 Hz, for interaction and collision detection of each hand to
120 Hz respectively and to maximal possible visual frame rate, which
reached on average 70 Hz. A detailed description of the system ar-
chitecture can be found in [41]. Here, the main goal of this prototype
is to provide a system for evaluation of the palpation interaction and
haptic rendering. The femoral block technique from regional anesthe-
sia has been chosen as an example application scenario [19, 39]. The
virtual patient’s exposed inguinal region and the instruments are vi-
sualized. Additionally, virtual shadows have been added to improve
depth perception and a skin shader was implemented. A volumet-
ric mesh has been created for the co-rotational FEM-based soft tissue
simulation and consists of approximately 2000 tetrahedra and covers
the needle insertion and palpation area in the hip region. Additional
surface meshes represent different anatomical layers and are linked
with barycentric mappings to deformations of the soft tissue volumet-
ric mesh. The interaction is bimanual, i.e., palpation and needle inser-
tion can be performed simultaneously. A virtual hand for palpation can
be intuitively controlled with a modified haptic device, as described in
Section 4. The hand can be used to interact visually and haptically
with the skin surface and internal anatomical structures of the virtual
patient, as described in Section 3. With a similar haptic device, using
a different handle, a virtual needle can be controlled. The needle can
be used to puncture several anatomical layers and interact visually and
haptically with the according soft and hard tissue structures.

For the femoral block, the first task is to localize anatomical land-
marks, e.g., the hip bone, ligament and femoral pulse, to determine
an insertion site for the needle. To perform this task with palpation, a
virtual hand with two extended fingers, i.e., index and middle finger as
a “sensor”, can touch and interact with the skin surface of the virtual
patient (see Figure 1) via a haptic device. On collision, the skin can be
deformed or dragged and anatomical landmarks can be perceived with
haptic feedback, as described in Section 3. As soon as a particular
puncture site has been chosen, the needle can be inserted as a second
task, which is controlled by the other hand. During the insertion, the
palpation hand can be used for guidance and is usually kept on top of
the femoral artery location.

5.4 Measures, Error Metrics & Questionnaire

We prepared a post-test questionnaire with a 7-point Likert scale (1 =
strongly agree, to 7 = strongly disagree). The items were grouped into
controls and interface, visuals, simulation, haptics of the simulator, ac-
ceptance and detailed questions about the palpation pad and palpation
interaction. An overview of the items follows in the results section.
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Table 1. Overview of demographics and experience of the two groups for
the face validation of the simulator prototype (NG1 = 23 and NG2 = 17).
Abbreviations: RA = any kind of RA procedure, FB = femoral block,
Mean±SD.

D Item G1 G2

1 Age (years) 30.9±3.52 40.0±6.64
2 Work (years) 2.9±2.13 12.4±6.62
3 Gender ♂: 10; ♀: 13 ♂: 13; ♀: 4
4 Handedness (right) 86.9% 94.1%
5 Palpation (daily) 60.8% 76.5%
6 Needle (daily) 60.8% 76.5%
7 RA (≥ weekly) 17.3% 58.8%
8 Total amount of RA 41.2±41.3 447.5±323.9
9 FB (≥ monthly) 43.4% 82.4%

10 Total amount of FB 7.9±8.3 60.2±62.7
11 VR Simulator (≥ weekly) 0% 0%
12 Video Games (≥ weekly) 13.1% 23.5%

Furthermore, the participants were informally interviewed afterwards
to provide additional feedback.

5.5 Participants
The participants have been divided into two groups G1 and G2. G1
consists of 23 beginners, i.e., residents, from a clinic for anesthesiol-
ogy. All individuals in this group have less than five years of work
experience. The group G2 consists of 17 experts, i.e., consultants and
attendings. The subjects of this second group are anesthesiologists
from the same clinic and have at least five years of work experience
per subject. All participants were asked for their age, gender, handed-
ness, work experience and specific experience in the medical domain
with palpation and needle procedures, and experience in the technical
domain with VR-based simulators and video games (see Table 1).

5.6 Results
The results of the questionnaire are summarized for both groups in Ta-
ble 2. Color coding has been added to visualize how positive or nega-
tive the results have been. While in summary results are not strongly
positive, there are only few negative results. In the following, the re-
sults are analyzed statistically in more detail.

Comparison between Groups
The answers of the questionnaire have been compared between groups
by non-parametric tests. Pair-wise Mann-Whitney U tests have been
conducted for all questionnaire items to screen between groups for
dissimilarities. On average the haptics for the right hand (needle in-
teraction) have been perceived significantly more stable (Q20) by G2
(M = 2.2, SE = 0.38) than by G1 (M = 3.6, SE = 0.38), U = 106.0,
p < .05, r = −.39. Besides this one exception, there were no signifi-
cant differences found between the medical beginners and experts.

Comparison between Pad and Stylus
As mentioned in Section 5.1, both groups performed an additional task
to compare the palpation pad to a default stylus. Because this was a
within-subject design, paired (dependent) t-tests were performed to
compare the according questionnaire items between palpation pad and
default stylus. The results are summarized in Table 3. In both groups,
natural interaction (Q1 vs. Q5) and fitting HW (Q2 vs. Q6) have been
significantly rated in favor of the pad. Furthermore, though not signif-
icant, the items (Q3 vs. Q7) and (Q4 vs. Q8) are on average better for
the pad.

Correlations
Finally, we computed Pearson’s correlation coefficient in a matrix
comparing all the demographic, experience and questionnaire items
from Tables 1 and 2. The most significant correlation pairs are sum-
marized in Table 4.

Table 2. Results of the post-test questionnaire (7-point Likert scale: 1 =
strongly agree, to 7 = strongly disagree; items with an asterisk (∗) have
a 3-point scale: −1 = too weak, 0 = OK, +1 = too strong). Left palpation
hand (LH), right needle hand (RH) and hardware (HW). Color coding:
positive = green, neutral = yellow and negative = red.

G1 G2
Q Item M SD M SD

1 Natural interaction LH Pad 3.3 1.75 3.2 1.52
2 Fitting HW LH Pad 3.2 1.68 3.1 1.93
3 Not tiring LH Pad 2.8 1.78 2.5 1.51
4 No problems interaction LH Pad 4.0 2.02 3.6 1.97
5 Natural interaction LH Stylus 4.8 1.72 4.8 1.51
6 Fitting HW LH Stylus 5.1 1.73 5.3 1.61
7 Not tiring LH Stylus 3.6 1.83 2.7 1.72
8 No problems interaction LH Stylus 4.8 1.68 4.6 2
9 Natural interaction RH 2.9 1.58 3.0 1.58

10 Fitting HW RH 3.0 1.77 2.5 1.81
11 Not tiring RH 2.3 1.6 1.6 0.8
12 No problems interaction RH 3.0 2.11 2.5 1.77
13 Visuals realistic 3.0 1.51 2.7 1.05
14 Tissue deforms realistic 4.1 1.56 4.2 1.64
15 Haptics realistic LH 3.7 1.45 3.9 1.62
16 Stiffness plausible LH 3.6 1.56 3.9 1.69
17 Stable haptics LH 3.4 1.99 3.9 2.44
18 Haptics realistic RH 3.5 1.97 3.1 1.95
19 Stiffness plausible RH 3.1 1.68 3.1 1.6
20 Stable haptics RH 3.6 1.83 2.2 1.56
21 Natural fingerpos on Pad 3.3 1.57 3.8 1.82
22 Sufficient range of Pad 3.3 1.97 3.1 2.02
23 Stable control of Pad 3.4 1.88 3.0 1.95
24 Neutral material on Pad 2.9 1.88 1.9 0.67
25 Pulse simulation realistic 3.7 1.78 3.0 1.81
26 Pulse magnitude(∗) 0.4 0.61 0.2 0.58
27 Pulse position 4.3 1.53 3.8 1.91
28 Skin resistance realistic 4.5 1.38 3.8 1.75
29 Skin resistance magnitude(∗) -0.4 0.78 -0.8 0.45
30 Skin deforms realistic 4.2 1.52 4.6 1.88
31 Skin deformation magnitude(∗) -0.6 0.7 -0.5 0.69

Comments and Observations

After the post-test questionnaires all subjects were asked for additional
feedback. We have collected and categorized this feedback into com-
ments about the simulator application and comments about the hard-
ware. Within the context of the simulator application, several sugges-
tions were made about the virtual fingers: approximately 15% of all
participants suggested to align the finger tips of the palpation hand (see
Figure 11), 7% requested to spread fingers of the palpation hand to in-
sert the needle in-between, and one subject remarked that the finger
nails of the virtual model should be shortened for palpation. The vir-
tual arms were sometimes occluding the view for approximately 9% of
the subjects. Suggestions were made about the simulator environment,
e.g., to create a model of the operating room, to add blood on puncture,
to provide oral feedback from the patient (pain screams), and to allow
different positions relative to the virtual patient, e.g., view from the
top, or standing slightly rotated. A few subjects would have preferred
to switch hands during the procedure, e.g., palpate with dominant hand
and switch to needle later. Looking at the feedback about the hardware
interface, most comments related to the pad: building different sizes
to accommodate bigger and smaller fingers, contradicting opinions be-
tween subjects about the surface to make it either smoother or to add
more grip, 12% of the subjects requested to have more contact with
finger tips on the pad, some participants would have preferred to put
the fingers perpendicular to the surface on the pad, and one person
suggested to give individual tactile feedback for each fingertip. Only
one person requested a co-located setup of hardware input and virtual
arms display. In general, even subjects who gave only average ratings
to the simulator, stated that they could see a benefit in the simulator.

During the user study we observed the behavior and reactions of the
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Fig. 11. Variations of palpation hand: stretched fingers used for the
user study (left), aligned fingertips, as suggested during the user study
(right).

test subjects. Several subjects were really intrigued by the simulator
and gave very positive feedback. Some participants felt uncomfortable
with the hardware interface. However, it was also observed that most
subjects quickly got used to the controls and thus the training phase
should be adjusted individually.

5.7 Discussion
Differences between Groups
The significant differences for (Q20) can probably be explained by
better dexterity with more work experience, consequently making the
needle interaction fluent and “effortless”. Although, no other signifi-
cant differences could be found between the two groups, at least some
notable differences on average have been found. For example, on av-
erage group G2 rated palpation and especially pulse realism better
(Q25-Q28) compared to group G1, which might be also explainable
by higher work and palpation experience.

Pad Hardware Extension for Palpation
The pad received many comments and suggestions for improvement.
Although expert reviews had been conducted during the development
of the pad, it appears that the requirements are rather subjective and
cannot be easily generalized. Therefore, it is probably best to create
several variations of the pad to meet different personal preferences.
Due to the low costs of production this seems to be feasible. In con-
clusion, though the palpation pad is still far from perfect, it seems to
be already a strong improvement over the default stylus.

Explanation of Correlations
The pairs (C1) and (C2) from Table 4 let us assume that the interaction
with the stylus appears to be more natural with higher age and the fin-
ger position on the pad feels less natural. (C1) might be explainable by
the fact that medical experts are more used to indirect interaction and
additionally some attendings preferred the finger tip’s positions on the
stylus over the pad because of a higher amount of sensitive contact.
The inverse relationship between age and natural rated finger position
on the pad (C2) can be also explained by user comments about the
finger’s position. (C3) suggests that with more palpation experience
the surface of the Pad is perceived to be less distracting. However,
the pulse magnitude was perceived to be a bit too strong with more
palpation experience as shown in (C4). Natural interaction of the pal-
pation pad correlates positively with other items to rate the pad: fitting
HW (C5), natural finger position on pad (C6), sufficient range of pad
(C7) and stable control of pad (C8). According to the correlation co-
efficients, visual realism depends on tissue deformation (C9) and skin
deformation (C10). Interestingly, we found a strongly significant cor-
relation between realistic tissue deformation and realistic haptics for
LH (C11) and plausible stiffness for LH (C12). Furthermore, realis-
tic tissue deformation correlates with realistic skin resistance (C13).
These last three correlations indicate the strong relationship between
perceived realism between different modalities. That is to say, the vi-
sual quality of the physics-based soft tissue simulation appears to in-
fluence the kinesthetic perception. Plausible stiffness of LH correlates

to realistic skin resistance (C14), which are strongly related and like
control questions to each other.

Comparison to Non-Virtual Simulators
Medical simulation is often associated with full-scale simulator man-
nequins rather than virtual reality-based simulators. There are several
commercial solutions, e.g., from Laerdal Medical and CAE Health-
care, with many workshops and simulator groups. In most cases these
simulators are focused on global anesthesia and intensive care which
revolves around simulations of drugs, external live support and several
physiological systems. Subsequently, in the user study we also got
comparative feedback from several subjects that have been working
with such full-scale simulators before. Most of these comments were
subjected towards the hardware interface, and questions were asked
if the input devices could be replaced by something less intimidat-
ing. However, one has to keep in mind that most subjects never saw
a haptics device before and after some training got used to it. Nev-
ertheless, there are some alternatives. One option is to co-locate the
visual and haptic feedback with a mirror and thereby shielding the
haptic device from the users view, or another option is to use a head-
mounted display. However, these systems can be also intimidating to a
non-technical user and could be potentially non-ergonomic for longer
training sessions. Future work could focus on a fusion of prop-based
simulators and virtual reality, which has been also already done by
some groups with augmented reality-based prototypes. Furthermore,
there are so-called skills trainer modules, e.g., rubber limbs that are
used for needle insertion training or silicon-/gel-based breast models
with artificial lumps inside for cancer palpation training. While these
solutions can provide high tactile realism, they are prone to material
deterioration from repeated use. Furthermore, modifications of sce-
narios and performance metrics are more difficult to implement than
with VR-based approaches. For palpation in particular, VR-based ap-
proaches are better in our opinion, because of full control over the
environment and many potential extensions, e.g., a teacher could con-
nect with an additional haptic device to feel the forces that the trainee
is encountering or a guiding force can be recorded to convey what
should be felt.

Hardware Limitations
Depending on the type of palpation three degrees of freedom (DOF)
for the input and force output or even less can be enough. [28] identi-
fied and classified several kinds of hand exploratory procedures, e.g.,
to sense texture, lateral motions are used and to sense stiffness, pres-
sure is applied. A taxonomy for palpation [34] made further distinc-
tions for medical procedures based on observations and related clas-
sifications. 3 DOF movement should be sufficient for the palpation
procedure that we chose for the user study . Nevertheless, torque out-
put from 6 DOF force feedback devices might be helpful in certain
occasions and could be investigated in future work by a comparative
study. The low maximum stiffness of the used haptic hardware de-
vices (PHANTOM Omni) is a bigger issue. During the user study, we
often observed that some participants tried to increase pressure on the
device, if they could not find any pulse. Longer durations of high stiff-
ness led to overheating of the devices and also limited the maximum
pressure that participants could apply. Other devices that can output
stronger forces are often very expensive or have higher back drive fric-
tion. This trade-off between precision and high stiffness should be al-
ways considered. To the best of our knowledge there is no optimal
solution yet, although new devices are under development by several
research groups and companies. Another concern before our first tests
was the supported frequency and fidelity of the haptic device for pulse
simulation. Usually, the pulse is simulated with special tactile actu-
ators and not with kinesthetic devices such as the PHANTOM Omni
device. However, initial tests gave a plausible and if needed very sub-
tle pulse sensation which has been also confirmed by the results of
the user study. Still, in ongoing work of other research groups hap-
tic devices are improved and combinations of tactile devices mounted
on kinesthetic devices are developed that could also be applied in the
future for palpation interaction.
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Table 3. Within-subject comparison for group G1 and G2 between Pad
and stylus (Q 1-4 and 5-8 from Table 2 respectively) with paired t-test.

G1 t-test G2 t-test
Q Item t(22) p t(16) p

1 vs. 5 Natural interaction -2.615 .016 -3.7 .002
2 vs. 6 Fitting HW -2.955 .007 -3.816 .002
3 vs. 7 Not tiring -1.779 .089 -0.347 .733
4 vs. 8 No problems interaction -1.351 .191 -1.247 .230

Table 4. Pairs with significant Pearson’s correlation coefficient r over all
groups.

C Item 1 Item 2 N r p

1 Age (D1) Natural interaction LH
Stylus (Q5)

40 -0.32 .044

2 Age (D1) Natural fingerpos Pad
(Q21)

38 0.32 .048

3 Palpition experience
(D5)

Neutral material Pad
(Q24)

38 -0.37 .021

4 Palpition experience
(D5)

Pulse magnitude (Q26) 38 0.32 .047

5 Natural interaction LH
Pad

Fitting HW LH Pad 49 0.53 .000

6 Natural interaction LH
Pad

Natural fingerpos on
Pad

38 0.48 .002

7 Natural interaction LH
Pad

Sufficient range of Pad 38 0.34 .037

8 Natural interaction LH
Pad

Stable control of Pad 38 0.37 .023

9 Visuals realistic Tissue deforms real. 49 0.45 .001
10 Visuals realistic Skin deforms realistic 38 0.36 .026
11 Tissue deforms real. Haptics realistic LH 49 0.65 .000
12 Tissue deforms real. Stiffness plausible LH 49 0.59 .000
13 Tissue deforms real. Skin resistance realistic 38 0.33 .046
14 Stiffness plausible LH Skin resistance realistic 38 0.38 .018

Plausibility of Palpation Interaction

It is of course always difficult to rate subjective measures. However,
with the comparisons between groups and the correlation analysis we
tried to filter for individual levels of experience. While we did not
analyze each component of the palpation interaction algorithm sepa-
rately, in combination they seem to deliver acceptable results for the
simulation. We want to emphasize on the difference between plau-
sibility (sufficient for procedural training) and high realism (required
for patient-specific rehearsal). From the aforementioned results and
discussions we conclude that the palpation interaction is reasonably
plausible for the medical task that was simulated by the prototype.

Lessons Learned

While the overall acceptance of the simulator got mostly positive rat-
ings, there were also some participants with mixed reviews, e.g., prob-
lems with the controls. Probably, for such individuals, it might help to
conceal the hardware devices, e.g., either with a mixed reality setup or
a co-located haptic interface. Nevertheless, the palpation pad already
turned out to be a good improvement, in comparison to the default
stylus of the haptic device. Furthermore, we observed that some test
subjects needed a longer time to get used to the system. Therefore,
the time to learn how to control the simulator should be adjusted indi-
vidually. Ultimately, the system should feel as natural as possible and
be usable without prior training. In conclusion, the pulse simulation
was rated very well, the needle simulation plausible and the tissue de-
formation also plausible but slightly too weak, i.e., there was too little
indentation in normal direction.

6 CONCLUSION

In this paper, we have proposed a novel palpation interaction approach
and provided a detailed description of an extensive user study about
this approach. One of the key differences of our approach to the re-
lated work on palpation, is the tissue dragging algorithm. Most ap-
proaches employ a penalty-based collision interaction between a rigid
body (palpation hand) and a soft body surface (soft tissue). In com-
parison, our approach utilizes friction to calculate external forces for
tissue dragging based on friction. Additionally, in our case the prox-
imity search and tissue dragging instead of a collision-based deforma-
tion avoids pop-through artifacts. Furthermore implementations of a
multi-object force algorithm and a pulse force algorithm are described,
which create plausible haptic effects needed for kinesthetic identifica-
tion of subsurface structures. To improve the haptic device, we pro-
posed a novel lightweight palpation pad. This hardware extension is
easy to construct and showed significantly better ratings in the user
study than the default stylus of the haptic device.

As the main contribution of this article, a large user study with med-
ical experts has been described. For this purpose we integrated the
proposed algorithms into a medical simulator prototype. The results
of the user study have been analyzed, discussed in detail and provide
helpful insights for the design and implementation of similar virtual
reality-based medical simulators and palpation interaction approaches.

Future work could focus on the improvement of the haptic hard-
ware interface, e.g., multi-finger haptic devices would be beneficial,
but should be reduced in costs, be less intrusive and have less con-
strained workspaces. For cutaneous sensation of dragging and pulse
feedback, tactile actuators could be positioned on the palpation pad at
the location of the user’s fingertips.

While the results of this paper contribute primarily to palpation for
medical training simulators, the interaction approach and simulation
could be also applied for generic haptic interaction with rigid or de-
formable objects in virtual environments. In conclusion, the haptic
palpation with the simulated deformable tissue and the hardware ex-
tension was rated mostly positively by medical experts.
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