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Gaze is a natural input for a Human Computer Interface (HCI) for disabled people, who have

of course an acute need for a communication system. An efficient eye tracking procedure

is presented providing a non-invasive method for real time detection of a subject eyes in a

sequence of frames captured by low cost equipment. The procedure can be easily adapted

to any subject and is adequately insensitive to changing of the illumination. The eye iden-

tification is performed on a piece-wise constant approximation of the frames. It is based

on a discrete level set formulation of the variational approach to the optimal segmentation
uman computer interface

ye tracking

mage segmentation

evel set

ecursive estimation

problem. This yields a simplified version of the original data retaining all the information

relevant to the application. Tracking is obtained by a fast update of the optimal segmenta-

tion between successive frames. No eye movement model is required being the procedure

fast enough to obtain the current frame segmentation as one step update from the previous

frame segmentation.

reflectance power to perform image zoning to separate the
. Introduction

n HCI facility for a disabled person is a complex system
omposed of physical devices (such as video cameras, brain
ctivity sensors, head movement sensors, special contact
enses, etc.) and signal analysis algorithms. The purpose con-
ists in determining with sufficient accuracy the point of gaze
f a subject exploring a pc screen, to provide a smart tool

mproving the subject autonomy both in terms of communica-
ion and environment interaction [1,2]. The various solutions
roposed have different degree of invasiveness, depending on
he technology involved: generally speaking the more sophis-
icated the devices the more invasive and higher cost [3–5]
he HCI; correspondently signal analysis is quite simple. The
se of non-invasive low cost technology demands complex

lgorithms to deal with the real time constraint. We consider
ndeed the latter situation: the subject is positioned in front
f the screen of a general purpose pc endowed with a low

∗ Corresponding author. Tel.: +39 0677274061; fax: +39 0677274033.
E-mail addresses: desantis@dis.uniroma1.it (A. De Santis), iacoviel@

169-2607/$ – see front matter © 2009 Elsevier Ireland Ltd. All rights res
oi:10.1016/j.cmpb.2009.03.010
© 2009 Elsevier Ireland Ltd. All rights reserved.

cost video camera. A general plot of an eye tracking system
is represented in Fig. 1.

Three main reference systems can be identified [6]: the eye
reference system, the camera reference system and the screen
reference system. The tracking system analyzes the image
captured by the camera, determines the line of gaze of the sub-
ject watching the screen and identifies the point of the screen
the subject is looking at. The position of the pupil center and
the pupil shape on the image plane depend on the point on
the screen the pupil is directed to, on the location of the user
head, on the parameters of the eye model, on the position of
the screen with the respect to the camera and on the camera
intrinsic parameters.

Eye detection procedures usually exploit the pupil
dis.uniroma1.it (D. Iacoviello).

subject head from the environment and therefore identify the
pupil shape and center by template matching. As suggested
in [7], there are mainly three kinds of methods: template,

erved.

mailto:desantis@dis.uniroma1.it
mailto:iacoviel@dis.uniroma1.it
dx.doi.org/10.1016/j.cmpb.2009.03.010
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Fig. 1 – General eye tracking set-up and coordinate

Section 2.2. The automatic calibration procedure is explained
in Section 2.3 and the eye tracking procedure is found in
Section 2.4. In the experimental Section 3 the eye tracking
procedure is evaluated in terms of accuracy and robustness,
references.

appearance and feature-based methods. In the first one, a
deformable template is designed to fit at best the eye shape
in the image; the eye identification is usually accurate but
needs a proper initialization, is computationally expensive
and requires good image contrast [8,9]. The appearance meth-
ods require large amounts of data to train a classifier with
the eye photometric appearance in different subjects under
different face orientations [10,11]; a good performance can be
obtained provided that the classifier has a good generalization
property, which depends on the completeness of the training
set. Feature-based methods rely on characteristics such as the
pupil darkness, the sclera lightness, the iris circular shape,
the shape of the eye corners, etc., to distinguish the human
eye from the context. In [12] for instance, a picture zoning is
performed by the Turk method [13] and eye blinking detection
is accomplished to initialize the location of the eyes provid-
ing the position of the feature points for the eye tracking by
means of the Lucas Kanade’s feature tracker [14]. All these
steps require a high image contrast to detect and track the eye
corners. In [15], after a picture zoning is performed, the iris
lower semi circle is detected as the curve that maximizes the
normalized flow of the luminance gradient. In [7] eye detec-
tion and tracking is based on the active remote IR illumination
approach, combined along with an appearance-based method.
IR illumination approaches are simple and generate alternate
bright/dark pupil images so that pupil detection is obtained
after thresholding the difference image [16]; non-perfect illu-
mination, occlusion and eye closure may limit the success of
the eye tracking process. These drawbacks are avoided in [7]
by using a support vector machine; consequently eye track-
ing is performed by a Kalman filtering approach reinforced by
a mean shift tracking algorithm. In [17] eye corners, eyelids
and irises are tracked and their motion is analyzed to deter-
mine gaze direction and blinking: here template matching is
exploited to identify the eye elements whereas their motion is
determined by the optical flow associated with their edge seg-
ments; head motion is estimated to detect head-independent
eye movements such as saccades or smooth pursuit. In [18],
the between-the-eyes pattern is considered for feature track-
ing, and head movement cancellation is performed for easier

eyelids movement detection.

In this paper we present a robust and efficient procedure of
image analysis to identify the eyes in a video sequence. This is
the first block in the functional flow chart shown in Fig. 2; the
i n b i o m e d i c i n e 9 6 ( 2 0 0 9 ) 1–11

other blocks are just standard and a possible implementation
can be found in [6].

The new method is feature-based and relies on an image
segmentation technique developed in [19] and applied to
the identification of pupil shape parameters in [20]. In these
papers the image segmentation process is accomplished by
a region-growing algorithm based on a discrete level set for-
mulation of an optimal approximation problem. It exploits a
very general convex cost function that takes into account a fit
error term, that evaluates the approximation error between
the image and its segmentation, and regularity terms penaliz-
ing a segmentation with ragged boundary and small area sub
domains. A further term penalizes large values of the level
set function, and makes the cost function convex. The unique
optimal solution provides a piece-wise constant segmentation
of the original image with a lower number of gray levels and
therefore with clear-cut edges, preserving all the information
relevant to the considered application. The numerical effi-
ciency and the quality of the segmentation of the discrete level
set approach versus competing segmentation algorithms, in
the class of edge detection, global thresholding and contin-
uum level set, were tested in [19,20].

Region-growing algorithms are known to be robust with
respect to various signal degradations such as additive noise,
blurring, illumination changes. On the other hand they may
be time consuming and therefore their use in an eye track-
ing application needs some adaptation. This issue is the main
motivation of this work. The method in [19] is modified by
considering a simpler cost function: only the fit error and
the convexity terms are retained. Indeed, the segmentation
boundary regularity term are computational expensive and
their suppression in the considered application does not affect
significantly the quality of the segmentation. The interconnec-
tion between frames is obtained by updating the current frame
segmentation starting from the previous frame optimal seg-
mentation. This also significantly contributes to the algorithm
speed increase, and would not be possible with simple thresh-
olding methods. An efficient picture zoning is performed to
quickly identify the user head position, aiming to reduce the
size of each frame to be analyzed and therefore to decrease
the processing time.

The paper is organized as follows. In Section 2 design issues
and the general set-up are presented. Then the optimal seg-
mentation procedure is described in Section 2.1, whereas the
feature extraction and pupil identification are presented in
Fig. 2 – Flow chart of the eye tracking system.
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nd results of the application to real video sequences are dis-
ussed. Conclusions and further developments can be found
n Section 4.

. Design

he standard set-up we refer to is a regular pc facility: the
ser is sat in front of a screen endowed with a single low cost
ideo camera, pointed on the subject face, Fig. 3. The videotap-
ng occurs in a regular room illumination, no additional light
ources are considered, like IR lamps.

To test the algorithm, described in the next sections, in
ritical conditions, we did not produce any ad hoc video
equence but rather used two sequences taken from the web,
ttp://www.ecse.rpi.edu/homepages/cvrl/database/database.
tml, courtesy of Prof. Qiang Ji. The sequences are taken
t 15 frames per second, each frame is an 8-bit gray level
mage with resolution of 320 × 240; each sequence presents

oderate facial expression changes. In these sequences the
ubjects perform eye movements far more complex than
hose expected in an application for disabled people, like
ide head rotation and eye occlusions.

.1. The optimal segmentation procedure

onsider a simple 2D monochromatic image I with just one
bject over the background. The object boundary can be rep-
esented by the boundary set �0 of a function �: D → R, where
⊂ R2 is a grid of points (pixels) representing the image
omain. The boundary set is defined as follows

0 = {(i, j) : sign(�h,k) /= sign(�i,j),

for at least one (h, k) ∈ [i ± 1, j ± 1]} (1)

Let us assume that the region {(i, j): �i,j ≥ 0} coincides with
he object; the pixels not belonging to �0 are either in the inte-
ior of the object or in the background. In this case it is easy
o obtain a binary representation Is of the original picture
s = c1�(�≥0) + c2�(�<0) (2)

Fig. 3 – Experimental set-up.
n b i o m e d i c i n e 9 6 ( 2 0 0 9 ) 1–11 3

where

�(�≥0) =
{

1 �i,j ≥ 0
0 elsewhere

, �(�<0) =
{

1 �i,j < 0
0 elsewhere

(3)

and c1, c2 are two different constant positive gray level values.
Image Is provides a piece-wise constant segmentation of the
original picture I: it is a simpler representation of the data
with a clear-cut between the object and the background; the
information about the object shape is preserved. Function � is
called level set function and, according to (2), operates the image
segmentation. Segmentation (2) can be obtained by solving an
optimal approximation problem defined as follows:

min
(c1,c2,�)

E(c1, c2, �) = min
(c1,c2,�)

[
�||I − Is||2 + ˛||�||2

]

= min
(c1,c2,�)

⎡
⎣�

∑
i,j

(Ii,j − c1)2H(�i,j)

+�
∑

i,j

(Ii,j − c2)2(1 − H(�i,j))+˛
∑

i,j

�2
i,j

⎤
⎦ (4)

where H is the Heaviside function, � and ˛ are two posi-
tive parameters. The first two terms represents the fit error
between the original data and the piece-wise constant approx-
imation; the third term is a regularity term that makes the cost
function convex [19]. Function E is a particular form of the
energy functional used in [19,20]; it does not contain terms
weighting the area and the boundaries length of the seg-
mentation sub-regions, as the contribution of these terms is
marginal to the current application and their computation is
time consuming. Following the argument in [19], a smooth
version of the cost function is advisable and it is obtained by
substituting in (4) the Heaviside function by a smooth approx-
imant

Hε(�) = 1
1 + exp(−�/ε)

(5)

It can be proved that the smooth version of problem (4)
admits necessary and sufficient conditions for a unique global
minimum that, by standard calculus, are obtained as follows

c1 =

∑
i,j

Hε(�i,j)Ii,j

∑
i,j

Hε(�i,j)
, c2 =

∑
i,j

[1 − Hε(�i,j)]Ii,j

∑
i,j

[1 − Hε(�i,j)]
(6)

˛�i,j + �[(Ii,j − c1)2 − (Ii,j − c2)2]ıε(�i,j) = 0 (7)

where ıε is the derivative of function Hε. Different kind of
approximant can be considered, as for instance indicated in
[21], but expression (5) is more convenient from the compu-

tational point of view. From (6) we note that c1 is the image
gray level average over the region in which � ≥ 0, whereas c2

is the average over the complementary region. Eq. (7) provides
an implicit equation for the level set function in every pixel (i,

http://www.ecse.rpi.edu/homepages/cvrl/database/database.html
http://www.ecse.rpi.edu/homepages/cvrl/database/database.html
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re; (a

{(i,

{(i,
Fig. 4 – Image segmentation by the discrete level set procedu

j); it can be solved by the following iterative scheme

˛�n+1
i,j

+ �[(Ii,j − cn
1)2 − (Ii,j − cn

2)2]ıε(�n
i,j) = 0 (8)

that has a fast convergence to the unique solution of (7), start-
ing from any initial condition �0. The computational cost of
any update of Eq. (8) can be easily obtained in terms of the
image size N × M; once constants c1 and c2 are known, the

level set function can be updated according to (8) with 3(N × M)
sums and 3(N × M) products. According to (6), constant c1

requires 2(N × M) sums, N × M products and one division;
constant c2 requires 3(N × M) sums, N × M products and one
division. Therefore one run of the algorithm (6)–(8) is linear in
the image size N × M in terms of sums and products.

The level set method has the amenable property that dur-
ing the level set evolution (8) the boundary set �n

0, starting from
any initial shape �0

0, can merge and split in order to easily deal
with the complex topology of the real world images.

Should we need to preserve other object appearance
details, the number of gray levels can be increased to four by
further segmenting the regions in (3) by the use of two more

{(i, j) : �i,j ≥ 0} =
(

{(i, j) : �i,j ≥ 0}
⋂

{(i, j) : �i,j < 0} =
(

{(i, j) : �i,j < 0}
⋂

level set functions �+, �−

Is = c11�(�≥0)�(�+≥0) + c12�(�≥0)�(�+<0) + c21�(�<0)�(�−≥0)

+ c22�(�<0)�(�−<0) (9)

Fig. 5 – Pupils identification. (a) Image mask selecting the darkes
(b) final four levels segmentation where the pupils are separated
) original; (b) first binarization; (c) four levels segmentation.

where cij, i, j = 1, 2, are the constant gray level values within
each of the four sub-regions individuated by the two level set
functions. Segmentation (9) is therefore accomplished by a
hierarchical procedure obtained by successive binarizations.
First the image domain is partitioned in two regions {(i, j):
�i,j ≥ 0} and {(i, j): �i,j < 0}. Then each of these sub domains is
further partitioned in two sub domains with the help of the
additional level set functions �+, �−:

j) : �+i,j ≥ 0}
)⋃(

{(i, j) : �i,j ≥ 0}
⋂

{(i, j) : �+i,j < 0}
)

and

j) : �−i,j ≥ 0}
)⋃(

{(i, j) : �i,j < 0}
⋂

{(i, j) : �−i,j < 0}
)

By the same argument the number of gray levels can be
further increased, but for the eye tracking problem the four
levels segmentation (9) proved to be sufficient to represent all
the information relevant to the features extraction process.
Fig. 4 shows the result of the hierarchical procedure.

The binarization of Fig. 4b will be referred to as first bina-
rization. The four levels segmentation provides a cartoon image
of the original data where the eyes always belong to the dark-
est part, whatever the colour of the eyes and the race of the
subject.

2.2. Features extraction and pupils detection
The frame four levels segmentation, as obtained in Fig. 4, is
not suitable for the identification of the subject pupils. We
need a more detailed segmentation to distinguish the pupils
from the other eye elements. To this aim a binary image can

t elements in the early four levels segmentation in Fig. 4c;
from the sclera; (c) darkest elements of (b).
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Fig. 6 – Frame zoning. (a) Thresholded difference picture between a frame and the average background; (b) histogram of the
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orizontal distribution of the white pixels in (a); (c) histogra
riginal frame with the zoning boundaries obtained by the a

e obtained from the previous four levels segmentation, by a
imple boolean operation, thus highlighting the dark elements
and therefore the eyes) and leaving the rest of the picture in
he black background, see Fig. 5a.

The obtained binary image is a mask that is used to select
wo regions on the original image to be segmented, obtaining
gain a four levels segmentation where, this time, the pupils
re well separated from the sclera. Indeed, a simple boolean
peration allows now to identify the pupils as the darkest ele-
ents of Fig. 5b, thus obtaining the picture on Fig. 5c, that will

e referred to as final binarization.

The Matlab©instruction bwlabel can now label all the

hite objects over the black background and the instruction
egionprops evaluates the morphological characteristics of any
abeled object. Among the others, the shape parameters of

Fig. 7 – Estimation of pupils position
the vertical distribution of the white pixels in (a); (d)
sis of histograms (b) and (c).

interest are: the area, the centroid coordinates, the major and
minor axes length, the orientation. The area is just the number
of pixels that build up the object. The centroid coordinates are
computed as the coordinates of the object center of mass. The
major and minor axes belong to the ellipse that has the same
second order moment of the object, computed according to
[22]. The orientation measures the angle formed by the major
axis and the horizontal axis. All these quantities can be used
to identify the subject pupils, among the other objects on the
final binarization, as will be explained in the next subsection.
2.3. Automatic calibration

The main problem in an eye tracking procedure is a trade-
off between accuracy and processing time. In this respect

and some shape parameters.
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the data size is an issue and therefore it may be necessary
to reduce it for further speed increase. This can be obtained
by a frame zoning procedure aimed at identifying the frame
portion containing the subject head. Consider that between
adjacent frames (within 1/15-th of a second) the picture back-
ground practically remains the same whereas the subject
position changes only slightly. Before the tracking starts, few
seconds of the video acquisition can be used to estimate the
pixel-to-pixel average and standard deviation of the gray level.
Therefore the pixel-to-pixel comparison of one frame to the
average clearly indicates the frame portion where the head
movement has occurred, see Fig. 6a. In this picture, in the pix-
els marked as white, the difference between the gray level and

the average was, in absolute value, greater than the standard
deviation.

The spatial distribution of the white pixels in Fig. 6a
along the horizontal and the vertical directions can be eas-

Fig. 8 – Flow chart of the initial automatic calibration
procedure. The computed eye signature is passed to the
next block to start the eye tracking, along with the final
configuration �(1) of the level set function that has
performed the first binarization at step 3.

Fig. 9 – Flow chart of the eye tracking procedure. Step one is
executed for the first frame after calibration by initializing
the level set function at �(1) coming from the previous
block.
ily obtained. The horizontal spatial distribution, for instance,
is determined by dividing the picture into vertical strips, that
represent the histogram bins, and counting the number of
white pixels into each strip. The distribution concentrates in
the picture zone where the head movement occurred, Fig. 6b
(for the vertical distribution see Fig. 6c). The average and the
standard deviation of the two distributions are finally used to
build a box that contains the subject head with a suitable tol-
erance, Fig. 6d. This zoning need not to be updated, since any
subject working while sitting in front of a pc does not drasti-
cally move his body. Should this be the case the zoning could
be easily repeated, at a rate slower than the frame acquisi-
tion rate of course, and used as a feedback to the tracking
algorithm. Once the zoning has been performed, the calibra-
tion is completed by a reliable subject pupils detection. This
is obtained by determining the final binarization, according to
the procedure of Section 2.2, on the last frame acquired in the
early short acquisition. Now the pupils can be identified since

they are a couple of objects with very similar size and shape
characteristics, Fig. 7.

These quantities can be stacked in two features vectors
that represent the eyes signature. If needed, to avoid false
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etections due to artefacts, anthropometric measure can be

sed to take into account, for instance, the between-the-eyes
pan.

This procedure is applied only in the calibration step and,
or the available sequences, requires no more than 5 runs of

ig. 10 – Segmentation results with � = 200 (first column), � = 500
rst binarizations are displayed. The second and third rows show
espectively. In the fourth row the final binarizations are shown

arked on the original frame.
n b i o m e d i c i n e 9 6 ( 2 0 0 9 ) 1–11 7

algorithm (6)–(8) for each segmentation leading to the final

binarization. During the eye tracking, the pupils can be directly
identified by a fast procedure explained in the next subsec-
tion. The flow chart of Fig. 8 summarizes the initial automatic
calibration procedure.

(second column), � = 103 (third column). In the first row the
the first and second four levels segmentations,

and in the last row the estimated pupils position are
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t sh
Fig. 11 – Pupils tracking, some significan

2.4. Eye tracking

The eye tracking algorithm requires that the current frame be
segmented quickly so to obtain in real time the eye features
vectors. Let us suppose that the frame (k − 1) has been pro-
cessed: this means that the hierarchical procedure of Section
2.1 has been completed and the level set function �(k − 1), that
accomplished the first binarization, has reached its final con-
figuration that solves (8). To apply the segmentation to the
next frame k we need to choose an initial configuration �0(k)
of the level set function to be evolved according to (8). It can
be chosen equal to �(k − 1) to improve the rate of convergence
of Eq. (8) since, due to the similarity of adjacent frames, the
initial condition �0(k) = �(k − 1) is very close to the solution of
(8) for frame k. Indeed, each binarization step to obtain the
final binarization of the k-th frame requires just one run of
the algorithm (6)–(8).

On the final binarization for the current frame k all the
objects are labeled and their shape parameters evaluated. Now
the eyes signature computed at the step (k − 1) are exploited to

quickly identify the pupils among all the labeled objects. This
is obtained by simply matching the features vectors of these
objects to the eyes signature of the previous frame. In this way
false detections can be easily avoided. This matching proce-
ots with gamma correction equal to 0.5.

dure allows also to resolve eye occlusions, for instance due to
blinking; indeed the eyes position is not updated until match-
ing occurs. The matching is obtained when the normalized
euclidean distance of the eyes signature between adjacent
frames is within a chosen percentage. Normalization is taken
with respect to the norm of the previous frame eyes signa-
ture vectors. The eye tracking procedure is outlined in the flow
chart of Fig. 9.

3. Experiments

Before testing the tracking algorithm we want to support the
choice of simplifying the segmentation cost function, as in (4),
with respect to the general expression given in [19] where,
besides the fit error, the segmentation boundary regularity
was taken into account. In the first case the segmentation
algorithm, denoted by A1, depends on parameters ˛ and �,
while in the general case algorithm, denoted by A2, two
more parameters have to be chosen: � that weighs the area

of the segmentation sub domains, � that weighs the length
of their boundary. Parameter ε only defines the degree of
approximation of the generalized functions H and ı, with their
approximants Hε and ıε, and is usually chosen equal to 1. The
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ost function expression in both cases can be normalized to
he value of ˛, that is definitely set equal to 1. The recipro-
al importance of the parameters for A2 was already assessed
n [19], showing that the segmentation is more sensitive to �;
herefore also parameters � and � are set equal to 1. The choice
f � depends on the image contrast, but it is independent of its
rightness: the lower the contrast the higher �; values rang-

ng from 102 to 105 have proven to give satisfactory results in
eneral applications. For all these reasons, A1 is expected to
e numerically more efficient than A2, with acceptable degra-
ation of the accuracy. Indeed, we performed a four levels
egmentation for 50 frames of the available sequence, and
easured each time the fit error. In all the binarizations of

he hierarchical segmentation procedure, 10 runs of the level
et function update were considered with � = 103, both for A1
nd A2. For A2 a fit error with mean value of −6.8 × 10−4 and
tandard deviation of 0.06 was obtained within a cputime of
.9 s, whereas for A1 the fit error mean value was equal to

.3 × 10−4 with a standard deviation of 0.08, and a shorter
putime of 1.01 s. The algorithms have been implemented in
atlab© on a 2.6 Ghz pc. This result clearly indicates that the

implified cost function is the best choice when real time is

Fig. 12 – Pupils tracking, some significant sh
n b i o m e d i c i n e 9 6 ( 2 0 0 9 ) 1–11 9

an issue in the chosen application. This early experiment also
shows the need for a frame resizing to reduce considerably the
processing time.

Next we justify the choice of the value of �. In Fig. 10, the
results of every step of the hierarchical segmentation proce-
dure are displayed in columns for values of � = 200, 500, 103,
respectively.

It can be seen that the segmentation results improve as �

increases, and are already good for � = 500. Nevertheless on
frames when the subject is looking aside the screen, the eye
zone may suffer a contrast decrease, so that the higher value
of � is anyway preferred.

Now we perform the eye tracking on two sequences
obtained from the web at http://www.ecse.rpi.edu/
homepages/cvrl/database/database.html. For better signal
conditioning a gamma correction equal to 0.5 was performed
on the sequences frames, and � = 103 was chosen. In Fig. 11,
nine snapshots of the first video sequence are displayed;

the subject performs a wide head movement so that various
eyes orientations are present. Even though eye occlusion
does not really happen, a very critical situation occurs when
the subject is looking up. This indeed shows the robustness

ots with gamma correction equal to 1.5.

http://www.ecse.rpi.edu/homepages/cvrl/database/database.html
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of the procedure with respect to different face orientation.
This is mainly due to the tracking mechanism based on the
segmentation update between successive frames and the
matching of the eyes signature. The algorithm was able to
track the pupils in all the 300 frames and the error on the
pupils position, compared to the positions estimate provided
by IR illumination as described in [7], was characterized by an
average of 1 pixel with a standard deviation of 0.8. The used
ground truth data was available on the database.

The experiment of Fig. 12 shows the robustness of the
method with respect to eye occlusions. In this case, when
one pupil, or even both, is lost because of the occlusion, the
algorithm keeps memory of the last position correctly identi-
fied; this is updated as soon as the occlusion is removed and
matching with the eyes signature occurs. Should the loss of
matching of the eyes signature not recovered in few frames (for
example, after occlusion), the procedure should be restarted
from the beginning with the calibration procedure. Also in this
case the error on the pupils position, compared to the posi-
tions estimate provided by IR illumination, was evaluated: it
was characterized by an average of 1.45 pixel with a standard
deviation of 0.806.

As final experiment the robustness of the tracking proce-
dure with respect to changes of illumination was assessed.
To this aim, the first sequence analyzed was artificially dark-
ened/lightened by subtracting/adding a value of 0.3 to the gray
level of the frames. Then we applied the eye tracking proce-
dure to the new sequences obtained and evaluated the pupils
position error with respect to the ground truth data. For the
darkened sequence the error mean value was equal to 1.62
with standard deviation of 0.83, whereas for the lightened
sequence the error had a mean value of 1.62 with standard
deviation of 0.84. There is an increase in the average of the
position error due to the signal variation but the accuracy
remains practically the same, this denoting a good degree of
robustness with respect to uniform changes of illumination.

The algorithm featured encouraging performances both in
terms of accuracy of the pupils identification and speed, the
latter being fundamental for real time applications. Indeed,
the frame-to-frame processing for eye tracking takes 5 runs
of the segmentation algorithm (6)–(8); each run requires a
number of products and sums linear in the image size. The
whole eye tracking procedure of Section 2.4 took 0.3 s on a pc
endowed with a processor Intel Core Duo—2.6 Ghz and 4 Gbyte
of RAM memory. Since the acquisition rate was 15 frames per
seconds, we were able to process one frame over 5. This fact
did not cause any tracking problem in these experiments, but
of course it could be an important issue on other applications.

4. Conclusions

Eye tracking systems for disabled people should have
some key characteristics: non-invasive low cost equipment,
extremely simple calibration and robustness with respect
to changes in illumination conditions. A tracking procedure

has been developed able to track the subject eyes with no
additional IR illumination. The method relies on a segmen-
tation algorithm based on a discrete level set formulation of
the optimal segmentation problem. The key feature of the
i n b i o m e d i c i n e 9 6 ( 2 0 0 9 ) 1–11

method consists in a fast update of the optimal segmentation
between successive frames. The tracking procedure shows a
satisfactory degree of robustness with respect to various face
orientations, eye occlusions, uniform change of illumination.
Real time processing is attainable thanks also to a proper pic-
ture zoning reducing the data size. Further developments may
include peculiar situations where, for example, the subject is
wearing eye glasses, or where a changing in the background
takes place.
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