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ABSTRACT 
In wireless sensor networks, energy efficiency is 

crucial to achieve satisfactory network lifetime. In order 
to reduce the energy consumption of a node significantly, 
its radio needs to be turned off. Yet, some nodes have to 
participate in multi-hop packet forwarding. We tackle 
this issue by exploiting two degrees of freedom in 
topology management: the path setup latency and the 
network density. First, we propose a new technique 
called Sparse Topology and Energy Management 
(STEM), which aggressively puts nodes to sleep. It 
provides a method to wake up nodes only when they 
need to forward data, where latency is traded off for 
energy savings. Second, STEM integrates efficiently 
with existing approaches that leverage the fact that 
nearby nodes can be equivalent for traffic forwarding. In 
this case, an increased network density results in more 
energy savings. We analyze a hybrid scheme, which 
takes advantage of both setup latency and network 
density to increase the nodes’ lifetime. Our results show 
improvements of nearly two orders of magnitude 
compared to sensor networks without topology 
management. 

 
Keywords : Sensor networks, energy efficiency, topology 
management. 
 
 

1. INTRODUCTION 
1.1. Sensor Networks 

Advances in microelectronic fabrication have 
allowed the integration of sensing, processing and 
wireless communication capabilities into low-cost and 
small form-factor embedded systems  called sensor nodes 
[1][2]. The need for unobtrusive and remote monitoring 
is the main motivation for deploying a sensing and 
communication network (sensor network) consisting of a 
large number of these battery-powered nodes. For 

example, such systems could be used either outdoors in 
inhospitable habitats, disaster areas, or indoors for 
intrusion detection or equipment monitoring. The nodes 
gather various sensor readings, process them and forward 
the processed information to a user or, in general a data 
sink. This forwarding typically occurs via other nodes 
using a flat or clustered multi-hop path [3][9]. Thus a 
node in the network essentially performs two different 
tasks: (1) sensing its environment and processing the 
information and, (2) forwarding traffic as an intermediate 
relay in the multi-hop path. 

 
However, the convenience of autonomous remote 

monitoring comes at a price: an extreme design focus 
must be placed on energy efficiency as the sensor nodes 
operate on a small battery with limited capacity [1][2][3]. 
It is important to view the problem as one of extending 
the lifetime of the network, rather than just that of the 
individual nodes. Thus, in addition to improving the 
efficiency of the nodes, techniques that tackle the 
problem on the level of the entire network are necessary. 
This is especially true for the traffic forwarding 
functionality of the network, as the main energy 
consumer in a node is the communication subsystem 
[1][3][4]. Our paper explores this category of network-
wide techniques, more specifically dealing with topology 
management. 

 
1.2. Topology Management 

Topology management is an important issue because 
the only way to save power consumption in the 
communication subsystem is to completely turn of the 
node’s radio, as the idle mode is almost as power hungry 
as the transmit mode [4]. However, as soon as a node 
powers down its radio, it is essentially disconnected from 
the rest of the network topology and therefore can no 
longer perform packet relaying. For simplicity, we refer 
to this state as the node being asleep, although only its 
radio is turned off. The sensors and processor can still be 
active, as they are much less power hungry. 
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The goal of topology management is to coordinate 
the sleep transitions of all the nodes, while ensuring that 
data can be forwarded efficiently to the data sink. 
Existing topology management schemes, such as the 
ones described in references [5] and [6], are based on the 
observation that in typical scenarios, some nodes can be 
asleep without sacrificing significant data forwarding 
capacity. As density increases, more nodes can be 
sleeping, resulting in further energy savings. However, 
major savings would require extremely dense networks, 
as we will illustrate in this paper. 

 
We propose a different approach to topology 

management, which exploits the time dimension rather 
than the density dimension. Strictly speaking, nodes only 
need to be awake when there is data to forward. We refer 
to this situation as the network being in the ‘transfer 
state’, and in many practical scenarios, this is a rather 
infrequent event. Most of the time, the sensor network is 
only monitoring its environment, waiting for an event to 
happen, and nodes can be asleep. For a large subset of 
sensor net applications, no data needs to be forwarded to 
the data sink in this ‘monitoring state’. Consider for 
example a sensor network that is designed to detect brush 
fires. It has to remain operational for months or years, 
while only sensing if a fire has started. Once a fire is 
detected, this information should be forwarded to the 
user quickly. Even when we want to track how the fire 
spreads, it probably suffices for the network to remain up 
only for an additional week or so. Similar observations 
hold for applications such as surveillance of battlefields, 
machine failures, room occupancy, or other reactive 
scenarios, where the user needs to be informed once a 
condition is satisfied. 

 
In the monitoring state, no communication capacity is 

needed, in principle at least. As there is no data to 
forward, the communication energy could be completely 
eliminated, by simply turning off the radios of all nodes. 
If the need for data forwarding is very rare, the energy 
savings could be phenomenal. However, there is a 
crucial caveat: if a node detects an event, it cannot 
forward the data to the user since all the nodes on the 
multi-hop path are asleep. If a node has turned off its 
radio, it will stay completely oblivious of the efforts of 
other nodes to communicate with it. This is the main 
dilemma in topology management for sensor nets: a 
node’s radio should be turned off to save energy, yet be 
left on so the node can know when other nodes need it to 
forward their traffic.  Our topology management scheme, 
called STEM (Sparse Topology and Energy 
Management), solves this issue and trades off energy 
consumption versus latency of switching back to the 
transfer state.  

 

Furthermore, we would like to develop a topology 
management scheme that marries the benefits of both 
classes discussed previously, namely those that exploit 
network density and those that exploit setup latency. 
Ideally, this hybrid solution combines the savings in both 
dimensions fully, such that a ten-fold energy reduction in 
both schemes separately would result in a combined 
hundred-fold reduction. This basically requires these 
base schemes to be orthogonal in using the independent 
dimensions of latency and density. We propose such a 
very effective hybrid scheme in this paper, by combining 
STEM with techniques that leverage the network density. 

 
 

2. RELATED WORK 
For routing in sensor networks, two alternative 

approaches have been considered: flat multi-hop and 
clustering. Although STEM is applicable to both of 
them, we mainly focus on flat multi-hop routing [3]0[8]. 
For clustered approaches [9], which are possibly 
hierarchical, our scheme can be used to reduce the 
energy of the cluster heads, although the gains are 
expected to be less dramatic here. 

 
Recently, topology management techniques, called 

SPAN [5] and GAF [6], have been proposed for flat 
multi-hop routing. They operate on the assumption that 
the network capacity needs to be preserved. As a result, 
the energy consumption is approximately the same 
whether the network is in the transfer or monitoring 
state, as no distinction is made between them. Both 
techniques trade off network density for energy savings. 
The performance of STEM is independent of network 
density. It operates in an orthogonal dimension, that of 
setup latency. Our hybrid scheme, which we describe in 
section 6, leverages both network density and latency. 

 
With SPAN [5], a limited set of nodes forms a multi-

hop forwarding backbone that tries to preserve the 
original capacity of the underlying ad-hoc network. 
Other nodes transition to sleep states more frequently, as 
they no longer carry the burden of forwarding data of 
other nodes. To balance out energy consumption, the 
backbone functionality is rotated between nodes, and as 
such, there is a strong interaction with the routing layer. 

 
Geographic Adaptive Fidelity (GAF) [6] exploits the 

fact that nearby nodes can perfectly and transparently 
replace each other in the routing topology. The sensor 
network is subdivided into small grids, such that nodes in 
the same grid are equivalent from a routing perspective. 
At each point in time, only one node in each grid is 
active, while the others are in the energy-saving sleep 
mode. Substantial energy gains are, however, only 
achieved in very dense networks. We will discuss this 
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issue further on in this paper, when we integrate STEM 
with GAF. 

 
An approach that is closely related to STEM is the 

use of a separate paging channel to wake up nodes that 
have turned off their main radio [10]. However, the 
paging channel radio cannot be put in the sleep mode for 
obvious reasons. This approach thus critically assumes 
that the paging radio is much lower power than the one 
used for regular data communications. It is yet unclear if 
such radio can be designed. STEM basically emulates the 
behavior of a paging channel, by having a radio with a 
low duty cycle radio, instead of a radio with low power 
consumption. 

 
The work of McGlynn et al [14] describes an 

algorithm that resembles STEM. However, it is designed 
to discover the neighbors of all the nodes some time after 
the network deployment. The goal is to let the network 
be dormant during deployment, and once the discovery 
phase starts, learn the complete topology with a high 
probability. In principle, this  algorithm could also be 
used to set up a path like STEM. However, it is less 
aggressive, and would result in much larger setup 
latency, as a node only sends out setup request 
probabilistically. Furthermore, it does not guarantee 
discovery of a link. 

 
 

3. SPARSE TOPOLOGY MANAGEMENT 
3.1. Basic Concept 

In the application scenarios we consider in this paper, 
the sensor network is in the monitoring state the vast 
majority of its lifetime. Ideally, we would like to only 
turn on the sensors and some preprocessing circuitry. 
When a possible event is detected, the main processor is 
woken up to analyze the data in more detail. The radio, 
which is normally turned off, is only woken up if the 
processor decides that the information needs to be 
forwarded to the data sink. Of course, different parts of 
the network could be in monitoring or transfer state, so, 
strictly speaking, the ‘state’ is more a property of the 
locality of node, rather than the entire network. 

 
Now, the problem is that the radio of the next hop in 

the path to the data sink is still turned off, if it did not 
detect that same event. As a solution, each node 
periodically turns on its radio for a short time to listen if 
someone wants to communicate with it. The node that 
wants to communicate, the ‘initiator node’, sends out 
beacons with the ID of the node it is trying to wake up, 
called the ‘target node’. In fact, this can be viewed as the 
initiator node attempting to activate the link between 
itself and the target node. As soon as the target node 

receives this beacon, it responds to the initiator node and 
both keep their radio on at this point. If the packet needs 
to be relayed further, the target node will become the 
initiator node for the next hop and the process is 
repeated. 

  
3.2. Dual Frequency Setup 

Once both nodes  that make up a link have their radio 
on, the link is active, and can be used for subsequent 
packets. In order for actual data transmissions not to 
interfere with the wakeup protocol, we propose to send 
them in different frequency bands using a separate radio 
in each band. Sensor nodes developed by Sensoria 
Corporation [11], for example, are already equipped with 
two radios. We will discuss the benefits of this dual radio 
setup in more detail in the next subsection. 

 
Figure 1 shows the proposed radio setup. The wakeup 

messages, which were discussed in subsection 3.1, are 
transmitted by the radio operating in frequency band f1. 
We refer to these communications as occurring in the 
‘wakeup plane’. Once the initiator node has successfully 
notified the target node, both nodes turn on their radio 
that operates in frequency band f2. The actual data 
packets are transmitted in this band, or what we call the 
‘data plane’. 

 
 

 
 
 
 
 

Figure 1 - Radio setup of a sensor node 
 
 
3.3. STEM Operation 

Figure 2 presents an example of typical radio mode 
transitions for one particular node in the network. Some 
representative power numbers for the different radio 
modes are summarized in Table I. These numbers 
correspond to the TR1000 radio from RF Monolithics 
[15] where the transmit range is set to approximately 20 
meters [4]. This low-power radio has a data rate of 2.4 
Kbps and uses OOK modulation. 

 
 

Table I. Radio power characterization 
Radio mode Power consumption (mW) 

Transmit (Tx) 14.88 
Receive (Rx) 12.50 

Idle 12.36 
Sleep 0.016 

Wakeup plane:  f1 

 

Data plane:  f2 
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At time t1, the node wants to wake up one of its 
neighbors and thus becomes an initiator. It starts sending 
beacon packets on frequency f1, until it receives a 
response from the target node, which happens at time t2. 
At this moment, the radio in frequency band f2 is turned 
on for regular data transmissions. Note that at the same 
time, the radio in band f1 still wakes up periodically from 
its sleep state to listen if any nodes want to contact it.  
After the data transmissions have ended (e.g. at the end 
of a predetermined stream of packets, after a timeout, 
etc.), the node turns its radio in band f2 off again. At time 
t4, it receives a beacon from another initiator node while 
listening in the f1 band. The node responds to the initiator 
and turns its radio on again in band f2. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3 – Radio on-time in the wakeup plane 

 
 

In order for the target node to receive at least one 
beacon, it needs to turn on its radio for a sufficiently long 
time, denoted as TRx. Figure 3 illustrates the worst-case 
situation where the radio is turned on just too late to 
receive the first beacon. In order to receive the second 
beacon, TRx should be at least as long as the transmit time 
B1 of a beacon packet, plus the inter-beacon interval TB. 

 

If we were to use one radio operating in just one 
frequency band, there would be interference between the 
wakeup and data plane. Consider Figure 4, which shows 
an ongoing data transfer from node A to B. Node C tries 
to set up the link to D, and might not be aware of the 
ongoing transmission. During this polling mode, it 
aggressively sends beacons in order to avoid missing the 
short time D is listening. This way, C will use all the 
channel capacity, and essentially acts as a jammer to B. 
Despite possible recovery action from the Medium 
Access Control (MAC) layer, the data communication 
between A and B will suffer from extra delays. We might 
allow the setup procedure to be relatively long, as it only 
occurs once at the start of a communication epoch. 
However, such long disruptions of ongoing transmissions 
are typically undesirable. Using one radio that switches 
between two frequencies could solve this problem, but in 
that case the regular data transmissions need to be 
interrupted periodically to listen in the wakeup plane. 
This is cumbersome, and as integrated radios are ever 
getting cheaper, we have opted for the dual radio setup. 
All the results in this paper, however, remain valid for a 
single radio that switches frequency, but regular data 
communications will be more complex.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 – Interference between the wakeup and the 
transfer plane in the case of one frequency 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2 – State transitions of STEM for a particular node 
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Even in the case of two radios, collisions in the 
wakeup plane are possible. For example, consider Figure 
5 that shows a scenario where nodes A and B 
simultaneously try to wake up the same target node C. In 
this case the beacons from A and B will collide at C. 

 
 
 
 
 
 
 
 
 

   
Figure 5 – Collisions on the wakeup plane 

 
 

To handle this problem, we add extra provisions to 
the basic STEM operation we discussed thus far. A node 
also turns on its data radio when there is a collision in the 
wakeup plane. It does not truly receive packet, but it can 
detect the presence of signal energy, which is similar to 
the principle of carrier sensing. In this case, it does not 
send back an acknowledgement, as it would likely 
collide with that of other nodes that are also woken up 
this way. In our example , both C and D turn on their 
radio in the data plane, since the beacons from A and B 
collide. Node E receives the beacon from A correctly, 
and does not wake up, as the beacon tells it that the 
intended node is C.  

  
After waiting for a response from the target node for 

time T, the initiator starts transmitting on the data plane. 
Indeed, the target node will either have received the 
beacon correctly or seen a collided packet, as it surely 
has woken up once during this period (see Figure 2). In 
any case, it has turned on the radio in the data plane. If 
there is no collision, we chose to send back an 
acknowledgement, since the initiator knows immediately 
when the target node is up. This shortens the setup 

latency, as will also follow from the analytical analysis 
of section 4.1. 

 
If nodes do not receive data for some time, they time 

out and go back to sleep. This happens to nodes that 
were woken up accidentally, like D. Eventually only the 
desired target node keeps its data-plane radio on for the 
duration of the data transfer. The regular MAC layer 
handles any collision that takes place on the data plane.  

 
 

4. THEORETICAL ANALYSIS OF STEM 
4.1. Setup Latency 

Before simulating our protocol, we first develop a 
theoretical model of the system performance. We define 
the setup latency TS of a link as the interval from the 
time the initiator starts sending out beacons, to the time 
both nodes have turned on the radio in the data plane. 
Typically the target and originator node are not 
synchronized, which means that the beacon sending 
process starts at a random point in the cycle of the target 
node. As a result, the start of the first beacon is 
distributed uniformly random in interval T. Figure 6 
shows the values of TS, normalized versus the inter-
beacon spacing TB, for different start times of the beacon 
sending process. Furthermore, the transmission time of a 
beacon acknowledgment is B2 and we use the shorthand 
notation B1+2 = B1 + B2. 

 
First, we carry out this analysis for the case where no 

collisions take place in the wakeup plane. It is clear that 
TS is equal to B1+2  plus an integer multiple of TB. If the 
initiator node starts the wakeup process in the region that 
is labeled i in Figure 6 (i = 1..K), the setup latency is 
equal to i· TB + B1+2 . The reason is that beacon i+1 is the 
first one to fall entirely within the interval of length TRx 
when the target node’s radio is on.  The probability of 
being in region i is equal to the length of that region 
divided by T. As a result, for T > TRx, the statistics of TS 
are derived from Figure 6 as: 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 – Analysis of the setup latency 
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 (1) 
 
 
 
 
 
 
 
 
 
 
Based on this equation, the average setup latency per 

hop can be calculated as being equal to: 
 
 

 (2) 
 
 
The variables δ and ε, which we introduced to 

simplify the notation of (2), are defined as:  
 
 (3)  
 
 
 
 (4) 
 
We have verified that in practical scenarios, the last 

term in (2) is negligible, resulting in: 
 
 
 (5) 
 
 
In addition, T is typically substantially larger than 

TRx, such that we can further simplify this expression to: 
 
 
 
 
 (6) 

 
 
The above equations are valid on condition that T > 

TRx. For the special case when there is no sleep period, T 
= TRx, the average setup delay is equal to: 

 
 (7) 
 
Thus far, we assumed that there are no collisions in 

the wakeup plane. If setup packets collide in the wakeup 
plane, the initiator nodes will eventually time out after 

time T, as discussed in the previous section. This means 
that the setup latency in this case is equal to: 

 
 (8) 
 
 

4.2. Energy Savings 

Next, we derive expressions for the energy savings 
resulting from running STEM. The total energy 
consumed by a node during a time interval t can be 
broken up into two components, one for each frequency 
band.  

 
  (9) 
 
 
Equation (10) details the energy consumption in the 

wakeup plane. The first term accounts for the listening 
cycle, where Pnode is given by (11). In this equation P0

node 
is a combination of idle and receive power. The second 
term in (10) represents the energy of transmitting and 
receiving beacon and response packets (Psetup is thus a 
combination of transmit, receive and idle power). 

 
 (10) 
 
 
 
 (11) 
 
 
The energy consumption in the data plane is given by 

(12). In this equation, tdata is the total time the radio is 
turned on in the data plane. As a result, Pdata contains 
contributions of packet transmission, packet reception 
and idle power. 

 
 (12) 
 
 
Without topology management, the total energy 

would be equal to (13). Although Pdata also contains 
contributions of Pidle, we have chosen to split up the 
energy consumption in analogy with (12) for ease of 
comparison. The main difference is that the radio is 
never in the energy-efficient sleep state here. 

 
  (13) 
 
 
We evaluate the benefits of STEM, by considering 

the relative energy, which is defined as: 
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The energy savings can be evaluated by combining 
(9)-(14). Since transmit, receive and idle power are very 
similar, see Table 1, we can approximate Pidle ≈ Pdata ≈ 
Psetup ≈ P0

node ≈ P. Furthermore, we note that Psleep << P, 
which allows us to write the relative energy as (15), after 
appropriate simplifications.  

 
 
 (15) 
 
 
tsetup is the total time spent setting up the link in the 

wakeup plane. We define the time to do one setup as 
t1setup and the number of such setups per second, or the 
setup frequency, as fS. When T is not too small, t1setup is 
close to T/2 if there are no collisions, see (6). In case, we 
make the following simplifications: 

 
 (16) 
 
 
 
 (17) 
 
 
Similarly, tdata  can be split up in bursts of average 

duration tburst, where a burst of data transfer requires one 
link setup. Consequently, the fraction of time the data-
plane radio is turned on, which we define as α, can be 
written as (18). We note that α corresponds directly to 
the relative importance of the transfer state. 

 
 (18) 
 
 
Finally, we call β the inverse of the duty cycle in the 

wakeup plane: 
 
 (19) 
 
With the above definitions and simplifications, (15) 

can be rewritten as (20) or (21). 
 
 
 (20) 
 
 
 
 (21) 
 
 
It is clear that the energy savings are larger when β 

increases, by extending the period T. This results in 
larger setup latencies, as can be seen from (6). The 
energy savings are also larger, when the transfer state 

becomes smaller, and fewer setups are needed. The last 
term in (20) and (21) presents a floor to the energy, as 
the best we can do is to have the two radios sleeping all 
the time. 

 
Since the node has a finite battery capacity, the 

energy savings directly correspond to the same relative 
increase in the node’s lifetime, which ultimately results 
in a prolonged lifetime of the sensor network. 

 
 

5. STEM PERFORMANCE EVALUATION 
5.1. Simulation Setup 

In this section, we verify our algorithm and 
theoretical analysis through simulations, which were 
written on the Parsec platform, an event-driven parallel 
simulation language [12]. We distribute N nodes in a 
uniformly random fashion over a field of size L x L. 
Each node has a transmission range R.  

 
For a uniform network density, the probability Q(n) 

for a node to have n neighbors in a network of N  nodes is 
given by the binomial distribution of (22), when edge 
effects are ignored. In this equation, QR is the probability 
of a node being in the transmission range of a particular 
node, given by (23).†  

 
 (22) 
 
 
 (23) 
 
 
For large values of N, tending to infinity, this 

binomial distribution converges towards the Poisson 
distribution (24) [13]. The network connectivity is thus 
only a function of the average number of neighbors of a 
node, denoted by parameter λ. 

 
 (24) 
 
 
 (25) 
 
 
Since traffic communication patterns depend solely 

on the network connectivity, we only have to consider λ 
and not N, R and L separately. This statement was 
verified through simulations, and we therefore can 
characterize a uniform network density by the single 
parameter λ.  

                                                                 
† We use the symbol Q in this paper for probabilities, to avoid 
confusion with power (denoted by P). 
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t
E

(W) 

Without STEM 

β = 2.67 

β = 5.33 

β = 13.33 

α
1

In our simulations, we have chosen R = 20 m, which 
corresponds to the numbers in Table I. The area of the 
sensor network is such that for N = 100, we have λ = 20. 
Furthermore, our setup includes a CSMA-type MAC, 
similar to the DCF of 802.11. Table II lists the other 
simulation settings, where Lbeacon and Lresponse are the 
sizes (including MAC and PHY header) of the beacon 
and the response packets respectively. 
 
 

Table II. Simulation settings 
R 20 m  Rb 2.4 Kbps 

L 79.27 m  TB 150 ms  

Lbeacon 144 bits   TRx 225 ms  

Lresponse 144 bits    
 
 

The node closest to the top left corner detects an 
event and sends 20 information packets of 1040 bits to 
the data sink with an inter-packet spacing of 16 seconds. 
The total time for the data transfer, tdata , is thus about 320 
seconds. Since there is only one data burst, fS is equal to 
the inverse of the total simulation time. The data sink is 
the sensor node located closest to the bottom right corner 
of the field. We have observed that the average path 
length is between 6 and 7 hops.  All reported results are 
averaged over 100 simulation runs. 
 
5.2. Simulation Results 

Figure 7 shows the normalized average setup latency 
per hop as a function of the inverse duty cycle β.  

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 7 – Average setup latency of STEM 

Clearly the simulation results, denoted by the 
markers, agree well with the theoretical analysis. We 
observed that the exact result (2) and simplified 
equations (5)-(6) resulted in virtually indistinguishable 
curves. This confirms that the applied approximations 
are indeed appropriate for the chosen settings.  
 

In Figure 8, the normalized total energy is plotted 
versus 1/α. As defined in the previous section, α 
represents the fraction of time in the transfer state. As a 
basis for comparison, we included the curve for a scheme 
without topology management, which corresponds to 
(13). For fair comparison, there is only one radio in this 
base scheme, which is never turned off. The other curves 
represent the performance for STEM with different 
values of β. The theoretical results, plotted using solid 
lines, are obtained by multiplying the curve without 
topology management by E/E0, given by (20). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8 – Relative energy savings of STEM versus the 
predominance of the transfer state 

 
 
As 1/α increases, the monitoring state becomes more 
predominant. We observe that STEM results in energy 
savings as soon as 1/α > 2, which means that the 
network is in the transfer state about half of the time. 
When the network is in the monitoring state about 99% 
of the time, we can already exploit the full benefits of 
STEM. 
 

Figure 9 explicitly shows the tradeoff between energy 
savings and setup latency, for different values of α. The 
solid theoretical curves are obtained from (20) and (6), 

Rx

S

T
T

RxT
T=β



 9 

and we observe again the close correspondence to 
simulated values. The energy gains of STEM are 
substantial, and can be traded off effectively with setup 
latency. For example, in the regime where the network is 
in the monitoring state 99% of the time (α = 0.01), a ten-
fold decrease of energy consumption requires only a 
setup latency of about 1.3 seconds per hop. Note that we 
have used a relatively slow radio with a bit-rate of just 
2.4 Kbps. By choosing a radio that is 10 times faster, this 
latency would be a mere 130 ms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9 – Energy – setup latency tradeoff of STEM 
 
 
 

6. COMBINING STEM AND GAF 
As mentioned in the introduction, existing topology 

management schemes, such as GAF and SPAN, 
coordinate the radio sleep and wakeup cycles while 
ensuring adequate communication capacity. The 
resulting energy savings increase with the network 
density. STEM, on the other hand, leverages the setup 
latency. Moreover, it can be integrated with schemes as 
GAF or SPAN, to achieve additional gains by also 
exploiting the density dimension in topology 
management. We specifically focus on combining STEM 
with GAF. 
 
6.1. Behavior of GAF 

In this subsection, we discuss plain GAF, i.e., without 
STEM. Furthermore, we also analyze its behavior 
theoretically, as this is an essential build ing block in the 
analysis of STEM combined with GAF. Such analysis 
was not provided in the original GAF paper [6]. 

The GAF algorithm is based on a division of the 
sensor network in a number of virtual grids of size r by r, 
see Figure 10. The value of r is chosen such that all 
nodes in a grid are equivalent from a routing perspective 
[6]. This means that any two nodes in adjacent grids 
should be able to communicate with each other. By 
investigating the worst-case node locations depicted in 
Figure 10, we can calculate that r should satisfy (26) [6]. 
 

 (26) 
 
 
 
 
 
 
 
 

Figure 10 – GAF grid structure 
 
 
The average number of nodes in a grid, M, is given 

by (27). By combining this  with (26), we see that M 
should satisfy (28). In the remainder of this paper, we 
choose (26) and (28) to hold with equality.  

 
 (27) 
 
 
  (28) 
 
Since all nodes in a grid are equivalent from a routing 

perspective, we can use this redundancy to increase the 
network lifetime. GAF only keeps one node awake in 
each grid, while the other nodes put their radio off. To 
balance out the energy consumption, the burden of traffic 
forwarding is rotated between nodes. In the theoretical 
analysis, we ignore the unavoidable time overlap of this 
process associated with handoff. If there are m nodes in a 
grid, the node will (ideally) only turn its radio on 1/mth of 
the time and therefore will last m times longer. 

 
When distributing nodes over the sensor field, some 

grids will not contain any nodes at all. We use θ to 
denote the fraction of used grids, i.e., which have at least 
one node. As a result, the average number of nodes in the 
used grids is equal to M’, given by:  

 
 (29) 
 
 
The average power consumption of a node using 

GAF, GAF
nodeP , is equal to (30). In this equation, Pon is the 
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power consumption of a node if GAF would not be used. 
It thus contains contributions of receive, idle and 
transmit mode, as the node would never turn its radio off. 
With GAF, in each grid only one node at a time has its                       
radio turned on, so the total power consumption of a 
grid, Pgrid , is virtually equal to Pon (neglecting the sleep 
power of the nodes that have their radio turned off). 
Since M’ nodes share the duties in a grid equally, the 
power consumption of a node is 1/M’ that of the grid, as 
in (30). 

 
 (30) 
 
 
The average relative energy for a node is thus given 

by: 
 
 (31) 
 
 
Alternatively, we see that the lifetime of each node in 

the grid is increased with the same factor M’. As a result, 
the average lifetime of a grid, 

gridt , i.e., the time that at 

least one node in the grid is still alive, is given by (32), 
where tnode is the lifetime of a node without GAF. We 
can essentially view a grid as being a ‘virtual node’, 
composed of M’ actual nodes. 

 
 (32) 
 
 
Note that GAF

nodeP  and 
gridt , which are averages over 

all grids, only depend on M’ and not on the exact 
distribution of nodes in the used grids! Of course, the 
variance of both the node power and the grid lifetime 
depends on the distribution.  If we would have full 
control over the network deployment, we could make 
sure that every used grid has exactly M’ nodes, which 
minimizes the power and lifetime variance. 

 
For the special case of a random node distribution, 

we now calculate the statistics exactly. The probability 
Q(m) of having a grid with m nodes is given by (33). The 
derivation is analogous that the one leading to (24).   

 
 (33) 
 
 
In this case, the fraction θ of used grids is equal to: 
 
 (34) 
 
The probability of having m nodes in a used grid is 

given by: 
 

 
 (35) 
 
 
We also know that the probability that the power of a 

node is equal to 1/mth of that in a grid, is the same as the 
probability of a node being in a grid with m nodes: 

 
 
 (36) 
 
 
Alternatively, equation (37) gives the probability that 

the lifetime of a grid is m times that of an individual 
node. 

 
 
 
 (37) 
 
 
We verify from (36) and (37) that the average values 

of GAF
nodeP  and tgrid are indeed equal to (30) and (32). 

 
6.2. Analysis of STEM combined with GAF 

As discussed in the previous subsection, GAF 
leverages the network density to conserve energy, while 
leaving the data forwarding capacity intact. STEM, on 
the other hand, saves energy by trading it off with path 
setup latency. We anticipate better results by combining 
both approaches, in an effort to exploit both latency and 
density dimensions. Fortunately, STEM and GAF are 
essentially orthogonal to each other, as we discuss next, 
such that the resulting energy gains leverage the full 
potential of both techniques.  

 
In GAF, a grid can be viewed as having one virtual 

node, and the physical nodes alternatively perform the 
functionality of that virtual node. From this perspective, 
STEM can be introduced in a straightforward manner by 
letting it run on the virtual node. In real life, nodes 
alternate between sleep and active states, as governed by 
GAF. The one active node in the grid, runs STEM in the 
same way as described in section 3. The routing protocol 
only needs to be modified to address virtual nodes (or 
grids), instead of real nodes. 

 
However, we need to change the mechanism by 

which the functionality of being active in a grid is rotated 
between nodes, which is referred to as ‘leader election’. 
In the original election scheme of GAF [6], nodes that 
are asleep decide to become the leader after some time 
interval. To resolve the inconsistency of having multiple 
leaders, these nodes send periodic broadcasts and listen 
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to similar messages from the other leaders in their grid. 
Upon receiving such broadcasts, each leader decides to 
go to sleep or remain a leader based on the expected 
remaining time to live of both nodes, which is included 
in the broadcasts. Note that this procedure requires leader 
to have its radio on continuously.  

 
However, if leaders run STEM, as we propose in our 

hybrid scheme, they have their data radio turned off and 
will not receive the broadcast messages. We therefore 
need another election scheme to avoid the persistent 
occurrence of multiple leaders is one grid. As a solution, 
a node that wants to become the leader, first sets up a 
link to the current leader using regular STEM. It does not 
need to know the exact node to address, as it can simply 
wake up ‘whoever is the current leader’. Once the link is 
set up, the necessary information to decide the election 
process is exchanged on the data plane. If a node cannot 
contact the current leader, it assumes that it died (e.g. due 
to physical destruction) and takes over its role.  

 
With this modification, STEM and GAF can be 

integrated effectively. As they are orthogonal in our 
hybrid scheme, we can directly obtain expression (38) 
for the relative energy gain of a node in a grid with m 
nodes. This is based on expanding (20), where the 
statistics of m are given by (36). The extra term ∆ 
represents the overhead of the leader election process 
(which we ignored previously in our analysis of GAF). 

  
 
 (38) 
 
 
 
From (38), the average relative energy over all nodes 

can be derived as being equal to (39), the same way as 
was done in section 6.1. 

 
 
 (39) 
 
 
 
For the link setup latency of regular data traffic, the 

expressions are exactly the same as the ones for STEM, 
given in section 4.1. The reason is that the leader appears 
simply as a virtual node that is using STEM, as long as 
there is no interference from the leader election process. 
As this election process occurs at a timescale that is 
much larger than the link setup time, such interference is 
negligible. 

 
 
 
 

6.3.  Evaluation of STEM combined with GAF 

We now verify our hybrid scheme of STEM 
combined with GAF through simulations, again with the 
settings of Table I and Table II. A node decides to try to 
become the leader after a random time in the range of 
800 to 1200 seconds. Furthermore, to limit the 
dimensionality of the graphs, we have chosen α = 0. This 
corresponds to a network that is always in the monitoring 
state, but we have verified that the algorithm and 
analysis also work fine when there is traffic . All reported 
results are averaged over 1000 simulations.  

 
In Figure 11, the relative energy is plotted versus the 

network density λ, for GAF and our hybrid scheme of 
STEM+GAF. We have simulated this hybrid scheme for 
different values of the inverse duty cycle β. For the 
theoretical values, we have set ∆ = 0, for reasons we 
explain later. Clearly the simulations correspond for the 
most part to the theoretical analysis. The discrepancies 
are due to ignoring the overheads of the leader election 
process. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11 – Relative energy saving versus density for 
GAF and GAF+STEM 

 
 
For the combination of STEM and GAF, these 

discrepancies are larger when λ or β increase because of 
two reasons. First, when the absolute energy decreases, 
the relative impact of overheads becomes larger. Second, 
collisions between leader elections increase the 
overhead. Such collisions are more likely when the 
network density λ is higher, or when β increases and 
leader election takes more time. This effect is hard to 
describe analytically. For the settings we used, both the 
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first and second effect need to be taken into account to 
explain the discrepancies observed in Figure 11. As the 
collisions are hard to model, we chose to simply set ∆ = 
0 in our analysis. 

 
However, in our simulations, a node tries to become a 

leader relatively often (about every 1000 seconds). In 
more realistic scenarios, the election process is likely to 
operate at a much larger timescale, such that overheads 
would be negligible in the operating region plotted in 
figure 11. Thus, we anticipate even better results in 
realistic settings. We chose such frequent leader election, 
since otherwise the simulations would take an 
impractical amount of time. Although not shown here, 
we also verified that the link setup latency is similar to 
that of STEM alone. 

 
     Figure 12 compares the performance of STEM, 

GAF and our hybrid scheme, based on simulations. All 
overheads are therefore taken into account here. First of 
all, we observe that the energy savings of GAF are 
moderate, except for high network densities. The reason 
is that the average number of nodes in a grid is fairly 
low, as can be seen from (28)-(29). For example, the 
number of nodes in a used grid, M’, is smaller than 2 and 
the energy savings are thus less than 50% for densities of 
λ ≤ 25. To put this into perspective, λ = 25 corresponds 
to a topology where each node has 25 neighbors on 
average. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12 – Comparison of GAF, STEM and 
GAF+STEM 

 
 

STEM, on the other hand, is independent of the 
network density. More energy savings are obtained by 
allowing an increased link setup latency, the value of 
which can be found in Figure 7 for each choice of β. 
Even for the low bit rate radio we have chosen, the 
energy is reduced by a factor of 4 by allowing about 500 
ms of setup latency per hop. A combination of STEM 
and GAF leverages both dimensions, resulting in energy 
savings of almost two orders of magnitude. 

 
We observed that the absolute value of the overhead 

is largest for this hybrid scheme. It nevertheless 
continues to outperform STEM or GAF, except for 
extremely high setup latencies or extremely high 
densities, which are far beyond any practical values. The 
combination of STEM and GAF thus performs well at 
any reasonable operating point in the latency-density 
dimensions, exploiting both of them as much as possible. 
Even at low densities or low latencies, the other 
dimension can be traded off for energy savings. The 
gains are compounded when both dimensions can be 
exploited together. 

 
 

7. CONCLUSIONS 
In this paper, we have introduced STEM, a topology 

management technique that trades off power savings 
versus path setup latency in sensor networks. It emulates 
a paging channel by having a separate radio operating at 
a lower duty cycle. Upon receiving a wakeup message, it 
turns on the primary radio, which takes care of the 
regular data transmissions. Our topology management is 
specifically geared towards those scenarios where the 
network spends most of its time waiting for events to 
happen, without forwarding traffic. 

 
We have also proposed a hybrid scheme, which 

exploits both setup latency and network density to 
improve the energy savings. STEM is integrated with 
GAF in an orthogonal fashion, such that the benefits of 
both approaches are utilized to their full extend. The 
gains are superior to those of any of the two schemes 
separately, for all practical operating points. Compared 
to a network without topology management, a 
combination of STEM and GAF can easily reduce the 
energy consumption to 10% or less. Alternatively, this 
results in a node lifetime increase of a factor 10 or more.  

 
Increased energy savings can be obtained at the cost 

of either deploying more nodes or allowing more setup 
latency per hop. These choices are essentially part of a 
multi-dimensional design tradeoff, which is impacted by 
the specific application, the layout of the network, the 
cost of the nodes, the desired network lifetime, and many 
other factors. 
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