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ABSTRACT
Sensor networks are deployed to monitor the surroundings and 
keep the end-user informed about the events witnessed. Different 
types of events have different levels of importance for the user. 
Information Assurance is an ability to disseminate different 
information at different assurance levels to the end-user. The 
assurance level is determined by the criticality of the sensed 
phenomenon. Thus, information assurance capability allows a 
sensor network to deliver critical information with high assurance 
albeit potentially at a higher cost, while saving energy by 
delivering less important information at a lower assurance level. 

In this paper, we look at the problem of efficient information 
assurance in sensor networks when the assurance level of 
information is defined as the probability of information delivery 
(desired reliability) to the sink. We propose a new scheme for 
information delivery at a desired reliability using hop-by-hop 
broadcast. We show how the wireless broadcast can be utilized to 
increase the packet delivery rate at each hop and attain a desired 
reliability at minimal cost. Finally, we derive the optimal strategy 
for allocation of desired reliabilities at each hop in order to attain 
any given desired end-to-end reliability. 

Categories and Subject Descriptors 
C.2.1 [Network Architecture and Design]: Wireless 
Communication 

General Terms 
Algorithms, Design, Reliability, Theory 

Keywords 
Sensor Networks, Information Assurance, Reliability, Wireless 
Broadcast 

1. INTRODUCTION 
Sensor networks have emerged as the prime candidates to provide 
an efficient basis for monitoring the environment. These networks 
consist of small sensor nodes that run on battery power, have 
limited memory and processing power, and are capable of 
wireless communication [1]. The nodes collect data by sensing the 
environment, process it locally, and send the information back to 

the user (potentially over multiple hops).  Each of these tasks 
consumes energy which is perhaps the most critical resource at a 
sensor node. Thus, energy-efficiency is the most important 
criterion for designing any algorithm or protocol for sensor 
networks. 

One important aspect in sensor network operations is the process 
of information dissemination. In general, the disseminated 
information would have different levels of importance to the end-
user and would require different levels of guarantees in delivery. 
For example, the information of a potential chemical leak is more 
important than knowing that everything is fine (which might be 
the norm) and should have higher reliability and lower delay in 
delivery. We refer to any such guarantees in sensor data delivery 
as Assurance Levels. The assurance level for any data packet is 
determined by the information content that it carries. Information 
Assurance is an ability to disseminate different information at 
different assurance levels to the end-user.  

In this paper, we look at the problem of efficient information 
assurance in sensor networks for the specific case where the 
assurance level is defined as the probability of information 
delivery (desired reliability) to the sink. The existing solutions 
treat the process of sending information to the end-user in two 
extreme ways: unreliable transmission or reliable transmission. 
Unreliable transmissions involve a node sending a packet to the 
next-hop node without worrying about the fate of the packet. At 
the other extreme, reliable delivery of a packet entails 
retransmissions of a packet until it is received successfully at the 
next hop (possibly using ARQ based schemes). However, we 
believe that reliability is not a boolean task in the context of 
sensor networks (i.e., either you have reliability or you don’t is 
not the correct view of reliability for sensor networks). This belief 
arises from the following facts:  

• Sensor networks could be deployed in an environment where 
channel errors could be very high. Thus, the overhead 
incurred in reliable transmission of a packet could be 
significant. On the other hand, unreliable transmission in 
such an environment would lead to a great deal of 
information loss. Thus, treating reliability as a boolean task 
has severe implications, either in terms of energy loss or in 
terms of information loss.  

• The purpose of sensor networks is information 
dissemination. Thus, the loss of important information at the 
perceived benefit of energy-efficiency, actually inhibits the 
ability of a sensor network to fulfill its primary purpose. 

• The example of monitoring chemical leak illustrates that 
disseminated data has different levels of importance for the 
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user. Thus, the criticality of information is the criterion 
which determines the desired degree of reliability and hence 
the amount of energy that the network should spend in trying 
to attain the desired reliability. For a detailed discussion on 
the need to exploit the reliability-overhead trade-off in a 
sensor network, the reader is referred to [2].  

In this paper, we evaluate various hop-by-hop schemes to deliver 
packets at any desired reliability. We first analyze a naive scheme 
in which the packets are explicitly addressed to one next-hop 
neighbor and derive the amount of redundancy required to attain 
the given reliability. We propose a hop-by-hop broadcast scheme 
which exploits the broadcast capability of the wireless medium to 
reduce the packet overhead while still attaining the desired 
reliability. We consider both the variations of this scheme: Hop-
By-Hop Broadcast without acknowledgement (HHB) and Hop-
By-Hop Broadcast with acknowledgement (HHBA). Both these 
schemes attain any desired degree of reliability at a minimal 
proportionate cost. The protocols are simple yet flexible 
mechanisms to implement information assurance (desired 
reliability). 

2. PROBLEM STATEMENT 
We assume that the network consists of randomly deployed sensor 
nodes in a given field. The links between nodes are assumed to be 
symmetric (which is required for hop-by-hop acknowledgment 
based scheme to work). There is a single sink node to which all 
the data is reported. Each sensor node collects information by 
sensing, processes it and sends it to the sink node. Each sensor 
node i is aware of its hop-distance, hi, to the sink. Node i is also 
aware of the local channel error, ei, (which it could deduce over a 
period of time). We assume a TDMA MAC layer [15] which 
avoids packet collisions. In future work, we plan to address the 
information assurance problem for sensor networks with other 
type of MAC layers like 802.11. 

Each source is assumed to be aware of the desired data delivery 
reliability r (where 0<r<1), based on the information content of 
the packet it is sending.1 Desired reliability is the probability with 
which the source wants the packet to be delivered to the sink. The 
overhead of the information delivery process is given by the 
cumulative number of packets sent at each hop along the path 
from the source to sink (including retransmissions).  

The nodes are assumed to have an ability to cache the packets 
they receive correctly from the previous hop. Thus, they can 
distinguish between different copies of the same packet (if the 
packet is retransmitted) and discard duplicate packets. If the nodes 
do not have caching capability, then a scheme similar to that 
proposed in [13] can be used.  We note that the solution proposed 
in [13] involves end-to-end retransmissions.  However, the 
overhead of end-to-end schemes (with or without 
acknowledgments) is significantly higher than hop-by-hop 
schemes and hence, it is useful only if the nodes are memory-
constrained [13], [14]. We do not consider end-to-end schemes in 
this paper. 
                                                                 
1 We note that information-awareness involves classification of 
events, ascertaining their criticality and mapping the criticality to 
an assurance level. All of these are complex tasks and beyond the 
focus of this paper.   

 

In this setting, our aim is to provide a mechanism to provide the 
desired reliability at a minimal overhead. We want to utilize the 
caching ability of sensor nodes in conjunction with the one-hop 
broadcast capability of the wireless medium, to design an optimal 
scheme to attain any desired end-to-end reliability. 

3. HOP-BY-HOP UNICAST  
In this section, we see how the conventional hop-by-hop unicast 
based forwarding scheme can be modified to accommodate 
different levels of reliability. We first consider the scheme where 
each packet is sent to a fixed next-hop node and the next-hop node 
does not acknowledge the packet. Later, we look at its variation 
where the next-hop node sends back an acknowledgment if it 
receives the packet correctly. The source node stops further 
retransmissions if it receives an acknowledgment.  

3.1 Hop-By-Hop Reliability (HHR) 
Hop-by-Hop Reliability (HHR) scheme involves a source sending 
multiple copies of a packet to exactly one next-hop neighbor.  The 
next-hop node does not send any acknowledgment for any 
packets. This idea has been used to reduce the overhead of reliable 
transport protocols [10], [11].  We derive similar results in order 
to attain any desired degree of reliability. 

Let the source be h hops away from the sink and r be the required 
reliability of packet delivery.  Let the reliability at the ith hop be ri 
such that Π ri =r. For ease of exposition, suppose that each ri = 
r1/h and the channel error e, is constant at each hop. The sender 
node unicasts each packet to one (possibly randomly chosen) 
next-hop neighbor. 

Consider the packet forwarding process at a single hop. Clearly, if 
r1/h ≥ (1-e), then the sender needs to send multiple copies of the 
packet to attain the desired reliability. Let NHHR be the number of 
copies required to attain a reliability of r1/h. The probability that at 
least one of the copies of the packet is received at the next-hop 
node should be r1/h. Thus, 
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Since the probability of a packet being forwarded correctly at each 
hop is r1/h, the total expected packet overhead, OHHR, is given by: 
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It can be verified that OHHR is significantly less than the overhead 
incurred in any end-to-end scheme, even though this is the most 
naïve form of hop-by-hop implementation of information 
assurance. 

3.2 Hop-By-Hop Reliability with 
Acknowledgments (HHRA) 
Next we derive the overhead incurred for hop-by-hop reliability 
with acknowledgments (HHRA). In HHRA, when a source sends 
a packet, the next-hop node sends back an acknowledgment for a 
correctly received packet. Retransmissions stop as soon as the 
source receives an acknowledgment packet. 
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Figure 1. Effect of increasing number of hops on OHHR and 
OHHRA for r=0.7 and e=0.3 
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Figure 2. Effect of increasing the desired reliability on OHHR 
and OHHRA for h=10 and e=0.3 

We want to find the maximum number of retransmissions at the 
source so that HRRA attains a reliability of r1/h at each hop. 
Clearly, NHHR is also the maximum number of retransmissions 
after which the source should stop even if does not receive an 
acknowledgment. However, the number of copies of the packet 
transmitted by the source is different because it could stop (before 
sending NHHR copies) if it gets an acknowledgment.  

In HHRA, a successful transmission occurs when a packet is 
received correctly at the receiver and the acknowledgment is 
received correctly at the sender. In this paper, we assume that 
acknowledgment packets are forwarded with very high probability 
and are not lost. This can be achieved since acknowledgments are 
small in size and FEC codes with high degree of redundancy can 
be introduced in the packet itself. 

When using HHRA, a source would retransmit a packet the ith 
time only if all previous i-1 copies of the packet were dropped. 
Hence, the expected number of transmissions, NHHRA, at a hop is 
given by: 
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Thus, using HRRA, the total overhead incurred over h hops, 
OHHRA ,  when trying to achieve a reliability r1/h at each hop is: 
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Figure 3. Effect of increasing the channel error on OHHR and 
OHHRA for h=10 and r=0.7 

In Figure 1, Figure 2 and Figure 3, we plot the overhead equations 
2 and 4 to evaluate the impact of hops between source and sink, 
desired reliability and channel error on OHHR and OHHRA. The 
figures show the expected number of packets transmitted by all 
the nodes in order to provide the desired end-to-end reliability to 
one packet. Figure 1 shows the effect of increasing the number of 
hops between the source and the sink while trying to attain a 
reliability of 0.7 and when the channel error is 0.3. Figure 2 shows 
the effect of increasing the desired reliability when the source and 
sink are 10 hops away and the channel error is 0.3. Figure 3 shows 
the effect of increasing channel errors when the source is 10 hops 
away from the sink and the desired reliability is 0.7. In all these 
figures, we see that initially HHR performs better than HHRA. 
This is due to the extra overhead of acknowledgment packets. 
However, their effect is negligible and HHRA quickly 
outperforms HHR as the conditions grow stringent. Thus, under 
high channel errors, large number of hops or high desired 
reliability, HHRA has lesser overhead in attaining the reliability. 
Consequently, it is better to use an acknowledgment-based 
scheme in sensor networks since it does not perform too badly in 
mild conditions but significantly better in testing conditions. Also, 
since the overhead due to acknowledgments is a small fraction of 
the total overhead, in subsequent derivations we ignore the 
overhead due to acknowledgments for simplicity. 

4. HOP-BY-HOP BROADCAST 
HHR and HHRA are both simple and provide the desired 
reliability at a reasonable overhead. However, they are 
constrained by their use of unicast to reach a next-hop node. Our 
main contribution in this paper is in showing how the use of one-
hop broadcast capability of wireless medium can achieve 
significant reduction in overhead while providing the desired 
reliability. We illustrate the basic ideas of this scheme in this 
section.  

Consider a source and sink node separated by h hops with a 
required reliability r. For ease of exposition, let us assume that the 
channel error is a constant e at each hop. Using the hop-by-hop 
methods, we require r1/h reliability at each hop for which we 
require NHHR copies as given by equation 1. Our aim is to reduce 
the number of copies required to less than NHHR while still 
attaining the desired reliability of r1/h at any hop. 

To attain this objective, we utilize the broadcast property of the 
wireless medium. Since sensor networks typically have high 



density2, there would be multiple nodes which are h-1 hops away 
from sink. Thus, for a packet to reach the sink with reliability r, it 
is sufficient to have any one of these h-1 hop nodes receive the 
packet with reliability r1/h. Consider the example shown in Figure 
4. In HHR and HHRA, the source sends a packet (or any copy of 
the packet) to one of its three next-hop neighbors a, b or c. 
However, if the source uses one-hop broadcast instead of unicast, 
then one copy of the packet acts as three copies, one sent to each 
of source’s next-hop neighbors. Similarly, one packet sent by c 
acts like four retransmissions (because it has four next-hop 
neighbors d, e, f and g).  

 

 

 

 

 

 

 

 

 

Figure 4. Illustration of the basic strategy used in hop-by-hop 
broadcast. 

There are two key issues to be addressed in order to use hop-by-
hop broadcast: 

1. Determining the number of copies, NHHB, of a packet 
required to be sent at each hop. This is easily seen to be equal 
to NHHR/k, where k is the number of next-hop nodes at a 
source. Thus, 
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2. Ensuring that at most one of the next-hop neighbor forwards 
the multiple copies of the packet. Since, more than one next-
hop neighbors can receive a packet correctly, it is a waste of 
resources if all of them send NHHB copies of a packet to the 
next-hop. For example, in Figure 4, if nodes d, e and f 
receive a packet correctly from c, then only one of them 
(node e in the figure) should forward it to nodes at h-3 hops 
from sink. 

To strictly enforce the rule that exactly one node forward a 
packet at each hop, we would have to incur extra overhead in 
form of some control packets. Instead we use a probabilistic 
method so that we have only one node forwarding a packet at 

                                                                 
2 Since the communication range >> sensing range, to have a field 

sensor covered would amount to having a high density of the 
sensor network (in terms of communication coverage).  
Moreover, just to keep the network connected, each node 
requires at least 6 neighbors if the nodes are randomly deployed 
[12]. To add robustness, the number of neighbors for each node 
would be significantly higher than 6. 

each hop, in the expected. Thus, each next-hop node that 
receives the packet, forwards the packet with a probability pf 
which is given by: 
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Thus, to use HHB to provide desired reliability, at each hop one 
node broadcasts NHHB packets. This ensures that the packet 
reaches one of the next-hop nodes with a probability r1/h. Each 
next-hop node that receives the packet correctly, forwards 
(broadcasts NHHB copies) the packet with a probability pf. 
Although each receiving node probabilistically forwarding the 
packet does not guarantee that at least one node would forward it, 
the probabilistic guarantee in packet delivery is still maintained.  

5. HHB PROTOCOL  
In this section, we integrate the hop-by-hop broadcast idea with 
the packet processing operations at nodes, to form the 
communication protocols to attain end-to-end desired reliability. 
Like in the previous sections, we describe two possible variations: 
The first one is Hop-by-Hop Broadcast Protocol (HHB) which 
does not use acknowledgments. At each hop, nodes which decide 
to forward, broadcast NHHB copies of the packet. The second 
method uses acknowledgments and a stop and wait protocol to 
forward packets. This protocol is called Hop-by-Hop Broadcast 
with Acknowledgment (HHBA).  

First we describe HHB where the source node preemptively sends 
the required number of copies of the packets. Later, we show the 
modifications that need to be done to HHB to get HHBA.  

5.1 Operations at the packet source 
When a source detects any sensed event, first it computes the 
criticality of the detected event and maps it to the required 
reliability r. The source is  H hops away from the sink and hence 
the per-hop reliability required is r1/H

. 

The source computes the number of packets required to provide 
this reliability, given by NHHB in equation 5. It then generates a 
packet with the detected information and the following additional 
packet fields: 

• R: Required packet reliability (set to r1/H) 

• H: Hops from the source to sink 

• Hs: The hop distance of the sender to the sink 

• K: Number of next-hop neighbors  

• E: Local channel error 

• S: The unique sequence number of the packet  

• NHHB: Total copies of the packet to be sent 

• C: Copy number of the packet (C varies from 1 to NHHB) 

Of the above values there are three new fields:  Hs, S and C. The 
field Hs is the hop distance of the sender to the sink. Since the 
sender of the packet keeps on changing (e.g., intermediate node 
sending the packet), the sender keeps on updating this field. The 
packet’s sequence number S is a unique local id generated by the 
source. The source-id and S together uniquely identify a packet. 
All the retransmitted copies of a packet carry the same sequence 
number. The field C is the copy number of the packet with 

h hops 

Source Sink 

h h-1 
g 

… 
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c 

d 
e 

h-2 

… 
f 



sequence S. For each unique packet (with unique S), the value of 
C could range between 1 and NHHB. The source populates these 
fields with the local values that it knows (or computes). Finally it 
broadcasts NHHB copies of the packet with some time interval 
Tdelay between consecutive copies. 

5.2 Operations at an intermediate node 
When a node (other than the sink) receives a packet, it first checks 
the packet field Hs in the packet header. If the node is one hop 
nearer to the sink node than the sender, i.e., it is Hs -1 hops away 
from the sink, it decides to process the packet. Otherwise the 
packet is dropped (at the nodes that are Hs and Hs+1 hops away).  

While processing the packet header, the node first checks whether 
the packet has been received earlier. For this, it caches the 
recently seen sequence numbers in a list L and searches this list 
for the value S in the packet header. If the packet’s sequence 
number is seen for the first time, it decides to forward the packet 
with a probability pf which is computed by substituting the values 
of various fields in the packet header, into equation 6. 

If the node decides to forward a packet, the following operations 
are done in order: 

• It waits for time delay (NHHB – C)Tdelay , using NHHB and C 
values from the packet. 

• It computes its own NHHB (based on its local information).   

• Updates all the packet headers, except R and H. 

• Sends NHHB copies of the packet with delay Tdelay between 
each. 

• Clears the entry for the packet from L after waiting for some 
duration after all the NHHB copies of the packet have been 
sent. 

We note here that Tdelay needs to be large enough so that each 
packet has sufficient time to get through.  If this is satisfied, then 
the sequence number in the packet along with the node-id 
uniquely determines the packet. The size of L is bounded by the 
degree of a node if each node transmits a new packet only if it has 
transmitted all the NHHB copies of the previous packet. This is true 
because at each node, L would contain at most one entry for each 
of its neighbors.    

5.3 Modifying HHB to HHBA 
Now we describe the modifications performed on HHB to use 
acknowledgments and creating the HHBA Protocol. We use the 
same packet header fields as used for HHB. The changes are 
described here. 

The Tdelay has to increase so that acknowledgments for packet can 
be received. Thus, Tdelay=TRTT  where TRTT is the one-hop round 
trip time.  

When a node receives a packet, it drops the packet if its hop-
distance to the sink is Hs or Hs+1. If it does not drop the packet, it 
decides to forward the packet with probability pf given by  
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If the node decides to forward the packet, it sends an 
acknowledgment as a confirmation of forwarding, back to the 
source. Thus, the acknowledgment serves the purpose of letting 

the source know that some node which is willing to forward the 
packet has already received the packet and the source should stop 
further retransmissions. 

We note that in the computation of pf , the value N~  is used instead 
of NHHR in equation 7. This is the expected number of packets that 
the source would have transmitted till the time when a next-hop 
node decides to forward and sends an acknowledgment. This is 
because once a next-hop node decides to forward and sends an 
acknowledgement, the source does not transmit the remaining 
NHHR - N~ copies. 

6. EXPECTED OVERHEAD OF HHB 
Now we compute the overhead of HHB and HHBA. We define 
the following variables used in this section: 

ei = average channel error at ith hop 

ki= expected number of next hop neighbors at ith hop 

r = end-to-end required reliability 

ri = per-hop reliability= r1/h (also,  r0=1) 

6.1 Expected Overhead of HHB 
The number of packets to be transmitted at ith hop if we use HHB, 
Ni, is given by:  
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Thus, the expected overhead, OHHB, incurred in providing a 
desired end-to-end reliability of r using HHB is: 
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6.2  Expected Overhead of HHBA 
We know that the maximum number of retransmissions at the ith 
hop for a given reliability, even when using HHBA instead of 
HHB, is the same as Ni as computed above. Thus, after sending Ni 
copies of the packet, a sender at ith hop can stop further 
retransmissions even if it does not get an acknowledgment. 

As mentioned earlier, the acknowledgment packets are likely to 
reach correctly because of their small size and hence we do not 
consider them in the computation of the overhead. Thus, the 
sender transmits the ith copy of the packet only if all of the 
previous i-1 copies were incorrectly received at all the next-hop 
neighbors. In this case, the expected number of copies of the 
packet transmitted at the ith hop, 

iN̂ , is given by: 

i

iii

i

k
i

Nk
i

N

i

ik
i

e
e

eN
−

−
== ∑

=

−

1
1ˆ

1

)1(
 

Substituting the following for Ni : 
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Thus, the total end-to-end overhead using HHBA is given by: 
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7. OPTIMAL ALLOCATION OF PER-HOP 
RELIABILITY 
The previous sections described the HHB and HHBA protocols 
and gave the expected overhead of the process. In the description 
of these schemes, we used a naïve technique to allocate desired 
reliabilities at each hop i as ri=r1/h. However, this allocation may 
not be optimal.  In this section, we try to derive the optimal values 
of ri for which the expected overhead is minimum. That is, given 
a desired end-to-end reliability r, what should the desired 
reliability at each hop be in order to minimize the total overhead? 

7.1 Optimal Allocation for HHB  
Let   

r = required reliability for a packet. 

ri = required reliability at each hop. 

ki = expected number of next hop nodes at ith hop.3 

Using OHHB computed in equation 8, we have the following 
constrained optimization problem for optimal packet overhead: 
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The optimal solution to the above problem would give the values 
of reliability ri at each hop such that the total end-to-end reliability 
is r and for which the total overhead is minimized. Instead of 
solving the above analytically, we show that under all practical 
network conditions, we would be using HHBA instead of HHB. 
Thus, getting the solution to this optimization problem is 
superfluous.  

7.2 Optimal Allocation for HHBA 
Now we look at the optimal allocation of per-hop reliabilities for 
the acknowledgement-based method. Again, we neglect the 
overhead of the acknowledgement packets. Acknowledgement 
packets have negligible overhead as we saw in the previous 
section in results for overhead incurred HHR and HHRA, when 
the required reliability, channel error or number of hops is large. 

                                                                 
3 One possible technique for computation of expected number of 

next-hop nodes for a node i hops away from the sink I is using 
probabilistic techniques similar to [12]. In this paper we use the 
average number of next hop neighbors in randomly generated 
topologies.  

Thus, allocating reliabilities to each hop in order to minimize 
OHHBA reduces to the following optimization problem: 
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In this formulation, the value of OHHBA is used from equation 10. 
We use the following simple technique to solve the above 
problem. Let, 
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Thus, the minimum value of OHHBA (denoted by O*
HHBA) occurs 

when the coefficient of each iα  in each of the terms in the 

summation is R.  This is achieved only when r1=R and all other rj 
are 1, irrespective of the values of ei and ki. The optimal 
distribution of reliability, r*, is hence given by:  
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The above solution for ri is the optimal solution of the problem. 
We also see that the above is a feasible solution to the constraints 
of the problem and hence it is the optimal solution to the 
optimization problem in equation 12. The optimality of this 
solution essentially means that we should give a reliability of r at 
the first hop and a reliability of 1 at subsequent hops to minimize 
the overhead. Thus, the protocol becomes very simple for HHBA.  

We still don’t have an optimal solution for HHB and it requires 
numerical methods to solve for the values of ri. However, if for 
any values of ri , if OHHBA is less than OHHB, then we don’t really 
require HHB at all. We now show that this is indeed true. 

Consider a set of allocated reliabilities ri and compare the 
overhead incurred by HHB and HHBA in order to provide these 
reliabilities. Consider the ith term in the expansions of OHHBA and 
OHHB from equations 8 and 10. Thus, OHHBA is less than OHHB if: 
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Figure 5. Comparison of schemes: Effect of number  of hops 
on the overhead, for  r=0.7 and e=0.5 
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Figure 6. Comparison of HHBA and HHBA optimal, Effect of 
increasing number of hops, for r=0.7, e=0.5 
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Hence, each of the terms in OHHBA is never more than those in 
OHHB whenever we need to send more than one packet (Ni) to get 
the desired reliability. In fact, this consists of all the cases for 
which either HHBA or HHB would indeed be used, since 
otherwise we may just use best effort forwarding. Since each of 
the ith term in OHHBA is less than the corresponding term in OHHB, 
we conclude that OHHBA can never be more than OHHB if Ni is 
more than 1.  

Thus, we have shown that for the optimal HHB case, we can use 
HHBA to have even lesser overhead and hence optimal HHBA is 
the minimum overhead which can be attained out of the methods 
described in this paper. Note that, we have not considered the 
overhead of the acknowledgment packets in computing  OHHBA.  If 
we consider the extra overhead of one acknowledgment packet 
per hop, then the OHHBA will be better than OHHB for Ni greater 
than 2. 

8. EVALUATION 
We evaluate the four protocols described above (HHB, HHBA, 
HHR, HHRA) with a simple set up. We consider a network of 
10000 nodes, randomly deployed in a field of dimension 
800x800m2. The sink node is assumed to be at the center of the 
deployment region. We set the communication range to 20m. On 

this sensor field, we compute the number of hops from each node 
to the sink and the number of next hop neighbors for each node. 
The mean of the number of h-1-hop neighbors for all nodes that 
are h hops from the sink is computed and used as the value of ki in 
the overhead equations. We then use this value of ki along with 
different values of r, e and h, in the formulation of the overhead 
equations for HHR, HHRA, HHB, HHBA and HHBA-optimal.   

0

5

10

15

20

25

30

0.5 0.56 0.62 0.68 0.74 0.8 0.86 0.92 0.98

Desired Reliability

P
ac

ke
t O

ve
rh

ea
d

HHB

HHBA

Optimal HHBA

  

Figure 7. Effect of desired reliability on the overhead of HHB, 
HHBA and optimal HHBA, for h=10, e=0.5 

Figure 5 shows the effect of increasing hop distance on the 
overhead of various schemes. The channel error was set to 0.5 and 
the desired reliability to 0.7. We see that HHR performs the worst 
and deviates rapidly as the number of hops increases. The other 
schemes have much smaller overhead. As expected, under the 
stringent conditions of high error, high desired reliability and 
large number of hops, HHBA is better than the other schemes.  

Next we compare the overhead incurred by the broadcast based 
schemes HHB and HHBA with that of optimal HHBA. For these 
schemes the naïve reliability allocation of ri=r1/h at each hop is 
used. Figure 6 shows that for larger number of hops, the 
difference between the optimal allocation and naïve HHBA starts 
increasing. The overhead of HHB increases much faster. Thus, it 
is beneficial to use the optimal allocation in extreme conditions.  

Figure 7 compares the HHB, HHBA and the optimal scheme for 
varying degrees of reliability. The HHB scheme deviates from the 
other two in overhead since the number of packets significantly 
increases at higher reliabilities. However, we see that the naïve 
HHBA and the optimal HHBA schemes merge at high 
reliabilities. This is due to the fact the r1/h gets closer to r as the 
value of r increases to 1.  

Thus, at low level of desired reliability, lower number of hops to 
the sink and minimal channel error, we may use HHB. However, 
it is worth increasing the complexity of the communication 
protocol by requiring per-hop acknowledgments when operating 
in more stringent conditions because of the significant overhead 
reduction achieved. 

9. RELATED WORK 
In [14], authors present a comparison of end-to-end and hop-by-
hop schemes for reliable packet delivery. The analyses show that 
the overhead for end-to-end schemes is prohibitively higher than 
hop-by-hop schemes. However, end-to-end schemes in general 
have lesser protocol complexity and timeout functions and require 
lesser buffer at intermediate hops space to store undelivered 
packets. For sensor networks which are heavily constrained in 



memory we proposed a lightweight end-to-end protocol called 
ReInForM to deliver packets at desired reliability [13]. Memory 
less nature of ReInForM (requires no caching of packets at 
intermediate nodes) is suitable for memory constrained sensor 
nodes. In a similar memoryless network, probabilistic flooding is 
used to provide multiple levels of reliability and the flooding 
parameters are tuned using feedbacks from the sink [2]. The 
probabilistic flooding creates multiple paths from source to sink to 
provide the desired reliability in packet delivery. However, for 
large channel errors or hop distance between nodes, the increased 
overhead of such end-to-end schemes far outweighs the benefits, 
since sensor networks are also highly energy constrained.  

In [3], multiple paths from source to sink are used in diffusion 
routing framework [4] to quickly recover from path failure. The 
multiple paths provided by such protocols could be used for 
sending the multiple copies of each packet. However it incurs 
extra overhead of multiple path formation and maintenance of 
path state in each node and is not adaptive to channel errors.  

In [10], [11] authors study reliable transport protocols for ad-hoc 
and sensor networks. However, they look at reliability as an 
absolute.  Reliable transport protocols such as in [10], [11] are 
designed to retransmit lost packets until a packet is successfully 
transmitted. Although the number of retransmissions is limited, it 
is still kept at a value such that packets are transmitted with high 
probability under any conditions. However, for data which is not 
critical, we may not need such a high probability of delivery even 
with retransmissions. In fact, we would ideally like to have 
different levels reliability depending on the criticality of data.  

Similarly for mobile ad­hoc networks different multipath 
extensions to well known routing algorithms have been proposed 
[5], [6], [7]. However, the main purpose of these multipath routing 
schemes is to increase the robustness, by quickly recovering from 
broken paths. They are also not adaptive to local channel error.  

The idea of probabilistic flooding has been extensively used in ad-
hoc networks [19], [22], [23]. However the purpose is to reach all 
nodes with a high probability at low cost. Our purpose is to 
provide probabilistic guarantees in reliability of packet delivery to 
a specific node (the sink).   

Different levels of reliability can also be provided using adaptive 
forwarding error control schemes [8], [9], [17]. However these 
require complicated dedicated hardware or computation which 
might not be suitable for current configuration of sensor nodes. A 
notion of probabilistic reliability is also given in [20] to achieve 
reliable multi-cast in ad-hoc networks using gossip-based 
algorithms. 

In [21] the wireless broadcast is used to selectively forward 
packets to a subset of neighbors to implement multicast in ad-hoc 
networks. In HHB and HHBA, the broadcast acts as automatic 
redundancy in forwarded packet. The HHBA protocol described 
in this paper is also used in a subsequent work [16] as the 
underlying reliable transmission scheme for minimum power 
conservation in multi-hop wireless networks. 

10. CONCLUSIONS  
Different information has different level of importance to the end-
user. Using the information content in the packets, sensor 
networks can determine the desired assurance level required for 
the packets and expend their resources accordingly. This ability to 
provide different assurance levels to packets based on their 

information content is termed Information Assurance and is a 
must for efficient functioning of sensor networks.  

In this paper, we described the hop-by-hop schemes for 
information assurance when the assurance levels are given by the 
desired reaching probability. We established that using the 
broadcast property of the wireless channel, we could provide the 
desired end-to-end reliability at a minimal cost. We showed that 
the optimal allocation of reliabilities at each hop (such that the 
some desired end-to-end reliability is met), is independent of the 
network parameters. In fact, the optimal allocation is simply to 
have a first-hop reliability equal to the desired end-to-end 
reliability and at all subsequent hops forward any packet with a 
reliability of 1. Our results also demonstrate that if possible, the 
network should use an acknowledgment based scheme to attain 
reliability, over a non-acknowledgment based scheme.  

We expect this preliminary investigation on the effect of various 
network parameters for delivering packets with multiple levels of 
reliability would serve as a guideline for designing data-
dissemination protocols in sensor networks.  
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