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Abstract

Robust control based on an online estimation of uncertainty is presented for a class of nonlinear uncertain systems. The estimation
is done via a robust observer after the uncertainty vector is projected onto a one-dimensional subspace. The proposed combination of
dynamics projection and online estimation is to relax the knowledge about the size of uncertainty and required in the robust control design,
to make robust control less conservative while being effective, and to ensure robust stability without undue complexity.
� 2005 Elsevier Ltd. All rights reserved.
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1. Problem statement and introduction

The class of uncertain systems considered in the paper is
of form

ẋ = f (x, t) + B(x, t)[�f (x, t) + u], (1)

wherex ∈ Rn is the state,f (x, t) andB(x, t) are the known
dynamics, and�f (x, t) ∈ Rm is a lumped and matched
uncertainty vector bounded as, for all(x, t) and for some
scalar, nonnegative and locally uniformly bounded butun-
knownfunction�(‖x‖),

‖�f (x, t)‖��(‖x‖), ∀x ∈ Rn. (2)

�A preliminary version of the paper was presented at the 2002American
Control Conference, Anchorage, Alaska, May 2002, pp. 3425–3430. This
paper was recommended for publication in revised form by Associate
editor V.O. Nikoforov under the direction of Editor P. Van den Hof.
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Due to the presence of uncertainties, controlu ∈ Rm

must be designed to robustly compensate for their influence
in dynamics.
Control of nonlinear uncertain systems has been an ac-

tive research area for decades. Among various design ap-
proaches, adaptive control and robust control are most pop-
ular, and both are capable of dealing with the unknowns. In
simple terms, an adaptive scheme is to estimate unknown
but constant parameters in system dynamics via adapta-
tion laws (Kanellakppoulos, Kokotovic, & Morse, 1991;
Krstic, Kanellakppoulos, & Kokotovic, 1995; Ioannou &
Sun, 1995), and robust control is to stabilize an uncertain
system by assuming that its uncertainties be bounded in size
by a known function (Corless & Leitmann, 1981; Freeman
& Kokotovic, 1996; Qu, 1998).
To guarantee stability, a nonlinear robust control is typ-

ically designed based on bounding function�(·) in (2) as
compensation by the robust control must dominate the ef-
fect of uncertainties. While the domination is necessary for
robustness, it has been achieved technically in the existing
results of robust control design by assuming either the ex-
act knowledge of�(·) or its functional expression (so an
adaptive robust control (Corless & Leitmann, 1983) can be
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devised). In both cases, the uncertainty�f (x, t) is first
bounded, and the design is based on its bounding function.
Recently, an extension is made inQu and Jin (2001)so that,
if uncertainties are generated by certain exogenous systems,
robust control can be designed without explicit knowledge
of their bounding function.
In this paper, a new approach is proposed and it involves

two key steps. First, the lumped uncertainty is projected onto
the subspace of the gradient of a proper Lyapunov function
together with input matrix of the system. It is shown that,
for robust stability, the scalar projection of uncertainty is
the only term to be estimated and compensated for, not the
uncertainty itself. This motivates us to design a first-order
robust observer which renders a dynamic robust control of
the lowest order. Second, it is shown that, if the projection of
uncertainty is differentiable and the size of its time derivative
can be related to the size of uncertainty projection, robust
estimation and control design can be done without requiring
any information of bounding function on uncertainty or its
projection, either magnitude(s) or functional expression(s).
A constructive algorithm is included to show how the size of
the time derivative of uncertainty projection can be related
to the unknown size of the projection. Thus, compared to
the existing adaptive and robust controls, the proposed con-
trol is both much simpler and less conservative. It is also
shown that the robust observer is equivalent to an auxiliary
output passing through a first-order high-pass filter, where
the auxiliary output is an integral manifold of uncertainty
impact in the time derivative of a proper Lyapunov function
along system trajectories.

2. Technical conditions

In order to design a robustly stabilizing control for system
(1) without the knowledge of�(·), the following assumptions
are introduced. The first assumption is on the whole system
dynamics so that, under any continuous control, existence of
a classical solution to differential equation (1) is guaranteed
(Khalil, 1996).

Assumption 1. All functions in (1) are continuous, uni-
formly bounded with respect tot , and locally uniformly
bounded with respect tox.

Robust control design is usually carried out by first in-
vestigating stability or stabilizability of the corresponding
nominal system, denoted bẏx = f (x, t) + B(x, t)u. If one
cannot find a stabilizing control for the known nominal sys-
tem, there is little hope that a robust control can be found.
This means that, for the purpose of robust control design,
the following assumption is needed technically.

Assumption 2. The origin is a globally asymptotically
stable equilibrium point for the uncontrolled nominal
system, ẋ = f (x, t). Furthermore, Lyapunov function

V (x, t), guaranteed by the Lyapunov converse theorem
(Khalil, 1996), is found such that�1(‖x‖)�V (x, t)��2(‖x‖)
and �V/�t + ∇T

x V (x, t)f (x, t)� − �3(‖x‖), where
�1(·), �2(·), and�3(·) are classK∞ functions.

In this paper, robust control is designed without the stan-
dard assumption that bounding function�(x, t) is known
or that the uncertainty�f (x, t) or its bounding function
is parameterizable. Our approach is to estimate online a
scalar projection of the uncertainty. Given Lyapunov func-
tion V (x, t) and any vector functiong(x, t) ∈ Rn, the pro-
jection ofg(x, t) along the gradient ofV (x, t) is defined by

P
g(x,t)

V (x,t) �∇T
x V (x, t)g(x, t),

which is also the directional derivative ofV (x, t) along
the vector field ofg(x, t). To be specific, scalar projection

P
B(x,t)�f (x,t)

V (x,t) of uncertainty will be estimated. Let the es-
timation error be denoted bye. Then, the objective of ro-
bust control problem can be characterized by makingx and
e converge according to sets�∗

x = {x ∈ Rn : ‖x‖��∗} and
�∗

e = {e ∈ R : |e|��∗}, where constant�∗ >0 can be se-
lected from accuracy requirement. To ensure observability
and observer-based robust stability, the following assump-
tion is introduced.

Assumption 3. Uncertainty�f (x, t) has the property that

its scalar projection,P B(x,t)�f (x,t)

V (x,t) , is differentiable and sat-
isfies the following differential inequality along trajectories
of system (1):∣∣∣∣ ddt P

B(x,t)�f (x,t)

V (x,t)

∣∣∣∣ ��1(x, t)|P B(x,t)�f (x,t)

V (x,t) |�1 + �2(x, t)

× ‖u‖�2 + �3(x, t), ∀x /∈�∗
x ,

where�i �1 are constants, and scalar functions�i (x, t) are
known, locally uniformly bounded with respect tox, and
uniformly bounded with respect tot.

Implications and establishment of Assumption 3 will be
elaborated at the end of the subsequent section.

3. Design of the proposed robust control

Estimation of nonlinear uncertainty has been pursued in
two ways: (1) Develop a bounding function on the size of
the uncertainty, linearly parameterize the bounding function
(or the uncertainty directly) in terms of a number of un-
known parameters, and estimate the parameters using adap-
tation laws. (2) If the uncertainties are generated as the out-
put of some exogenous system, they can be estimated and
compensated under certain conditions. In either of these two
cases, certain structure property about the uncertainty or its
bounding function is needed. To relax such required struc-
tural information, direct estimation of the uncertainty needs
to be done as is. Among options of directly estimating the
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uncertainty, we choose to do so through a Lyapunov argu-
ment. This is motivated by the fact that stability analysis and
control design can always be done using the Lyapunov di-
rect method, including the domination concept. In fact, by
considering effect of uncertainty in stability, one can map
the uncertainty into the subspace where its effect in the Lya-
punov argument can be quantified and estimated. To this
end, define the so-called null set

N = {x ∈ Rn : ∇T
x V (x, t)B(x, t) = 0}.

Now, consider the time derivative of Lyapunov function
V (x, t) along trajectories of system (1), that is,

V̇ (x, t) = �V (x, t)

�t
+ ∇T

x V (x, t)f (x, t)

+ ∇T
x V (x, t)B(x, t)u + P

B(x,t)�f (x,t)

V (x,t) . (3)

It is obvious that the impact of uncertainty�f (x, t) in V̇

is the projection ofP B(x,t)�f (x,t)

V (x,t) . The projection is active
(i.e., nonzero) only in the complement of setN, denoted
byNc or by quotient setRn/N. To estimate the impact,
we can define

�(t)�V (x, t) − V (x0, t0) −
∫ t

t0

[
∇T

x V (x, t)(f (x, t)

+B(x, t)u) + �V (x, t)

�t

]
dt (4)

to be an auxiliary output that could be calculated by defini-
tion. It follows that

�̇(t) = ∇T
x V (x, t)B(x, t)�f (x, t) = P

B(x,t)�f (x,t)

V (x,t) , (5)

which is the impact term. Thus, the problem of estimating
uncertainty’s impact iṅV becomes the problem of estimating
�̇(t) from �(t), and the latter could be accomplished using
a high-pass filter as shown in the following lemma. Since
�̇(t) ∈ R and�f (x, t) ∈ Rm, the advantage of estimating
�̇(t) rather than�f (x, t) directly is obvious.

Lemma 1. Suppose that system(1) satisfies Assumptions1
and2.Consider the estimator

�	̇ = −	 − 1

�
�(t), w(t) = 1

�
�(t) + 	, (6)

where�(t) is the auxiliary output in(4), �>0 is a design
parameter, and initial condition	(t0) is chosen such that
	(t0) = c0‖∇T

x V (x(t0), t0)B(x(t0), t0)‖ for some constant
c0 ∈ R. Then, for all sufficiently small values of�>0:

• If x → N, ‖∇T
x V (x, t)B(x, t)‖ → 0, andw(t) con-

verges to zero at the same rate.
• If ‖�̈(t)‖ is bounded by a constant, estimation error

e(t)� [�̇(t)−w(t)] is uniformly bounded and uniformly
ultimately bounded.

• If ‖�̈(t)‖ converges to zero, so will estimation error
e(t).

Proof. Taking time derivative of the filter output in Eq. (6)
yields

ẇ = 1

�
�̇(t) − 	̇ = 1

�
�̇(t) − 1

�
	 − 1

�2
�(t),

or simply,

�ẇ = �̇(t) − w(t). (7)

It is obvious from (5) and (7) that, ifx is in the vicinity ofN
and converges into it,w(t) will converge to zero and that,
for sufficiently small� and withw(t0)= 	(t0), convergence
of w(t) is the same as that of‖∇T

x V (x, t)B(x, t)‖. Thus, the
ratio

‖w(t)‖
‖∇T

x V (x, t)B(x, t)‖
can be maintained to be finite.
To show the other properties of estimation error, define

e(t) = �̇(t) − w(t) and note from Eq. (7) that

de2(t)

dt
= 2e(t)ė(t) = −2

�
e2(t) + 2e(t)�̈(t).

Hence, the last two statements of the lemma can be con-
cluded using the above equation.�

Introduction of quantity�(t) in (4) and high-pass filter (6)
is very useful in motivating our basic idea and formulating
the proposed design. In fact, the high-pass filter has transfer
function s/(�s + 1) and is commonly used. The difference
here is that an unstructured differentiable unknown within a
Lyapunov argument is estimated. However, a direct imple-
mentation of (4) and (6) has the shortcoming that, in (4),
there is a pure integrator operated over an infinite horizon
(ast increases). This problem can be overcome because, as
shown in the proof of Lemma 1, impact of the uncertainty
is estimated byw, not by�(t) or 	(t). It follows from (7),
(5), (3) and (6) thatw(t) can be calculated directly from the
following observer:

d

dt
[�w − V (x, t)] = − w − ∇T

x V (x, t)(f (x, t)

+ B(x, t)u) − �V (x, t)

�t
, (8)

wherew(t0) = c0‖∇T
x V (x(t0), t0)B(x(t0), t0)‖. Clearly, all

the properties in Lemma 1 are maintained under (8). Robust
observer (8) is well defined and, while there are nonlinear
functions ofx, it contains a high-pass filter fromV (x, t) to
w(t) and a low-pass filter from the rest of the terms tow(t).
Since nonlinear systems do not generally observe the sep-

aration principle, the proposed scheme of estimating uncer-
tainty impact online by robust estimator (8) must be ana-
lyzed as a part of an overall robust control design. It follows
from (3) that, if auxiliary outputw(t) serves as a good esti-
mate of uncertainty effecṫ�(t) in (5), the following should
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be a robust control candidate:

ur(x, t, w) = − BT(x, t)∇xV (x, t)

‖∇T
x V (x, t)B(x, t)‖2 w(t), (9)

wherew(t) is given by (8). In this sense, the above robust
control design can be viewed as an extension of the certainty
equivalence principle. Property of the above robust control
candidate and its closed-loop stability result is summarized
by the following theorem. In its proof, inequality (12) is
obtained for the purpose of making an explicit selection of
design parameter�.

Theorem. Consider system(1) under Assumptions1–3.
Then, the robust control in(9) and (8) ensures that, for
sufficiently small�>0, the closed loop system is either
uniformly ultimately bounded with respect to any accuracy
level(specified by�∗) or, if �̈ → 0 asx → 0,asymptotically
stable. And, the stability results are semi-global.

Proof. Consider compact sets�x = {x ∈ Rn : ‖x‖�cx}
and�e = {e ∈ R : |e|�ce}, wherecx and ce are positive
but otherwise arbitrarily chosen constants. And, let

‖ · ‖
 be the truncated functional norm defined by
‖y(t)‖
 � supt0� t � t0+
‖y(t)‖. Now, suppose that, for some

>0, ‖x‖
 ∈ �x and |e|
 ∈ �e. Stability analysis is done
in four steps.
First, it follows from Lemma 1 that, although its denom-

inator contains a second-order term related to setN, the
robust control in (9) is locally uniformly bounded. That is,
there is constantcu such that‖u‖
�cu. In addition, it fol-
lows from (8) that‖w‖
�cw for some constantcw.
Second, given‖x‖
 ∈ �x , there exist constants��i

�0
(i = 1,2,3) such that|�i (x, t)|
���i

. Therefore, we know
from Assumption 3 that

∣∣∣�̈∣∣∣


���1

∣∣∣�̇∣∣∣�1



+ ��2c
�2
u + ��3.

As the third step, consider Lyapunov function

L(x, t) = V (x, t) + 1
2 [�̇(t) − w]2 = V (x, t) + 1

2|e|2,
which is globally positive definite and radially unbounded.
Therefore, there exist class-K∞ functions�4, �5 : R+ →
R+ such that�4(‖�‖)�L(x, e, t)��5(‖�‖), where� =
[xT e]T. Note thatw(t0) is independent of� and so are ini-
tial conditionsx(t0) and�̇(t0). In what follows, a Lyapunov
argument will be carried out by considering all initial con-
ditions in the following set:

��(0)�{�(t0) : ‖�(t0)‖��−1
5 ◦ �4(

√
c2x + c2e )}. (10)

Finally, given the sets�∗
x = {x ∈ Rn : ‖x‖��∗} and�∗

e =
{e ∈ R : |e|��∗}, it follows from (1), (9), and (7) that, given
‖x‖
 ∈ �x and given initial conditions specified in (10),

L̇(x, t) = �V

�t
+ ∇T

x Vf + (�̇ − w)

+ (�̇ − w)

[
�̈ − 1

�
(�̇ − w)

]

� − �3(‖x‖) − 1

�
|e|2 + |e|

× [��1|�̇|�1
 + ��2c
�2
u + ��3 + 1]

� − �3(‖x‖) − 1

�
|e|2 + |e|

× [��1[(|e|
 + cw)�1 − c
�1
w ] + ��1c

�1
w

+ ��2c
�2
u + ��3 + 1]

� − �3(‖x‖) − 1

3�
|e|2 (11)

holds for allx ∈ �x/�∗
x ande ∈ �e/�∗

e provided that� is
chosen to satisfy

0<�<min

{
�∗

3(��1c
�1
w + ��2c

�2
u + ��3 + 1)

,
ce

3��1[(ce + cw)�1 − c
�1
w ]

}
. (12)

According to Theorem 2.15 inQu (1998), subvectors in
augmented state vector� will be uniformly bounded (with
respect to their own sets within��(0) in (10)) and uniformly
ultimately bounded (with respect to a hyperball whose radius
is a class-K function of �∗).
It follows from (5) and (8) (or (7)) that, as‖x‖ approaches

zero, so will be�̇ and hencew. If �̈ has a similar property
(which is usually not known a priori), it follows from (11)
and from the third statement in Lemma 1 that the closed-
loop system is asymptotically stable.
Since bounds such ascx andce are arbitrary, independent

of �, and can be increased, the closed loop stability results
are semi-global. �

The theorem is concluded under the newly introduced
condition, Assumption 3. To fully justify its merits, it is nec-
essary to compare Assumption 3 against the standard as-
sumption of inequality (2). The proof of the following lemma
provides a direct and constructive algorithm to establishing
Assumption 3 (by finding functions�i (·)).

Lemma 2. Consider system(1) with m = 1. Suppose that,
for some known functionsqi(·) and constantscqi

such that

∣∣∣∣��f (x, t)

�t

∣∣∣∣ �q1(x) + |�f (x, t)|cq1 ,∥∥∥∥��f (x, t)

�x

∥∥∥∥ �q2(x) + |�f (x, t)|cq2 , (13)
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and that, for some function�′(·),
‖�f (x, t)‖��′(x) ∀x ∈ N�∗/�∗

x , (14)

whereN�∗ � {x ∈ Rn : ‖∇T
x V (x, t)B(x, t)‖��∗}. Then,

functions�1(x), �2(x) and�3(x) in Assumption3can always
be found.

Proof. It follows that

d

dt
P

B(x,t)�f (x,t)

V (x,t) = �P
B(x,t)�f (x,t)

V (x,t)

�t
+


�P

B(x,t)�f (x,t)

V (x,t)

�x



T

ẋ.

Therefore, we have

∣∣∣∣ ddt P
B(x,t)�f (x,t)

V (x,t)

∣∣∣∣ �
∣∣∣∣∣
�P

B(x,t)
V (x,t)

�t

∣∣∣∣∣ · |�f (x, t)| + |P B(x,t)
V (x,t) |

·
∣∣∣∣�f (x, t)

�t

∣∣∣∣ +
[∥∥∥∥∥

�P
B(x,t)
V (x,t)

�x

∥∥∥∥∥
· |�f (x, t)| + |P B(x,t)

V (x,t) |
·
∥∥∥∥�f (x, t)

�x

∥∥∥∥
]

[|f (x, t)| + |B(x, t)|
· |�f (x, t)| + |B(x, t)| · |u|]. (15)

After substituting the expressions in (13) into (15), functions
�i (x) can be found using the Holder’s inequality to validate
Assumption 3. Specifically, forx ∈ N�∗/�∗

x , the magnitude

of P B(x,t)
V (x,t) is small but|�f (x, t)| is already bounded as given

in (14); and forx ∈ Rn/(N�∗ ∪ �∗
x), the relationship of

|�f (x, t)| = |P B(x,t)
V (x,t) |−1 · |P B(x,t)�f (x,t)

V (x,t) | can be used. �

It is worth noting that the inequalities in (13) can be jus-
tified if the lumped uncertainty�f (x, t) is differentiable.
Compared to the standard condition of (2), condition (14) is
relaxedas the size bounding function is only needed in the
setN�∗/�∗

x rather than the whole state space. In the current
setting, condition (14) is needed to prevent the trajectory
from becoming unbounded withinN/�∗

x since, in setN,
uncertainty impact measured by the chosen Lyapunov func-
tion is little and hence uncertainty estimation is ineffective
therein. However, as shown inQu and Dorsey (1992), Lya-
punov functions are not unique and control, as well as esti-
mation of uncertainty, does not have to be limited to the use
of one Lyapunov function. In other words, it is possible to
remove condition (14) in general by estimating uncertainty
along projections of several appropriate Lyapunov functions,
which is a subject beyond the scope of this correspondence.
It is also worth noting that, for scalar systems with

B(x, t) = 1, Lyapunov function can be chosen to be
V (x, t) = 0.5x2. In this case, setN�∗/�∗

x in condition
(14) is empty. That is, condition (14) is not needed for
most scalar systems. Furthermore, for anyn-dimensional
uncertain system satisfying the strict feedback structure in
whichB = [0 · · · 01]T (e.g., the subsequent example), it is

straightforward to show using the backstepping procedure
that stabilization of the overall system boils down to un-
certainty estimation and robust control of its bottom scalar
subsystem. Therefore, for this class of uncertain systems,
Lemma 2 again applies without the need of imposing con-
dition (14). In other words, at least one class of uncertain
systems are found for which robust stabilization does not re-
quire that the size of either the uncertainty or its projection
(or their time/partial derivatives) be known.
In summary, the theorem and Lemma 2 together show

that, although the uncertainty is unstructured and its size
bounding function is unknown nor parameterizable, its im-
pact on system dynamics can be online estimated by a scalar
robust estimator. It is encouraging that robust control can
be designed without assuming a usually conservative size
bounding function or using a pure integrator (such as adap-
tive control or some adaptive robust control). And, the re-
sulting estimation-based robust control is simpler, less con-
servative, and semi-globally stabilizing.

4. An illustrative example

Consider the following uncertain system:

ẋ1 = x1 + (1+ x21)x2 and ẋ2 = x1 + �f + v.

It is straightforward to verify that the nominal system is
feedback linearizable with respect to the output–input pair
of {x1, v}. Using the backstepping procedure, one can obtain
Lyapunov functionV (x) = 0.5[x21 + (2x1 + b(x1)x2)

2] and
its corresponding nominal stabilizing control

un(x)� − x1 + (3+ 2x1x2)(x1 + b(x1)x2)

b(x1)
− x1 (16)

so thatAssumption 2 is satisfied. It follows that∇T
x V (x)B(x)

= 2b(x1)x1 + b2(x1)x2 with b(x1) = 1 + x21. Hence, the
proposed first-order dynamic robust control isv = un(x) +
ur(x, w), whereun(x) is given by (16),ur(x, w) is described
by (9), andw(t) is defined by (8). In particular, the impact
of uncertainty project inV̇ is estimated byw(t), andw(t)

generated by robust observer (8) is given by

w(t) = 1

�

(t) + 1

�
V (x)

= 1

�

(t) + 1

2�
[x21 + (2x1 + b(x1)x2)

2]

and


̇(t) = − 1

�

(t) − 1

�
V (x) − ∇T

x V (x)[f (x) + B(x)v]

= − 1

�

(t) − 1

2�
[x21 + (2x1 + b(x1)x2)

2]
− x1(x1 + b(x1)x2) − (2x1 + b(x1)x2)

× [b(x1)x1 + 2(1+ x1x2)(x1 + b(x1)x2) + b(x1)v].
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Fig. 1. State variablesx1 and x2.
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Fig. 2. Estimation-based robust controlu(t).

In the simulation, the design parameter is set to be�=0.015,
initial conditions are selected to bex(0)=[21]T andw(0)=
−10, and the “uncertainty’’ is chosen to be
�f (x, t) = − sin(�t) cos(2�(sin(2�t/5) + 0.5)t/4) + 3x1x2

+ 2x1 + cos(2�t/2.5) sin(2�t/5) + 1.

Simulation results of the closed-loop system are shown in
Figs. 1and2.

5. Conclusion

Robust control of a class of nonlinear uncertain systems
is pursued by on-line estimating unstructured nonlinear un-
certainty rather than assuming the knowledge of their size
bounding functions. It is shown that, through projection, the
effect of uncertainty on stability can be estimated by the
output of a scalar robust estimator. Such an estimation can
always be done under the condition that the uncertainty pro-
jection is differentiable and the size of its time derivative
can be related back to the size of the projection. And, an
observer-based robust control is proposed to achieve semi-
global stability.
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