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ABSTRACT

In this paper, we solve the ambulance dispatch problem with a
reinforcement learning oriented strategy. The ambulance dispatch
problem is defined as deciding which ambulance to pick up which
patient. Traditional studies on ambulance dispatch mainly focus
on predefined protocols and are verified on simple simulation data,
which are not flexible enough when facing the dynamically chang-
ing real-world cases. In this paper, we propose an efficient ambu-
lance dispatch method based on the reinforcement learning frame-
work, i.e., Multi-Agent Q-Network with Experience Replay(MAQR).
Specifically, we firstly reformulate the ambulance dispatch prob-
lem with a multi-agent reinforcement learning framework, and
then design the state, action, and reward function correspondingly
for the framework. Thirdly, we design a simulator that controls
ambulance status, generates patient requests and interacts with am-
bulances. Finally, we design extensive experiments to demonstrate
the superiority of the proposed method.
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« Computing methodologies — Multi-agent reinforcement

learning; - Information systems — Spatial-temporal systems.
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1 INTRODUCTION

The dispatch of ambulance, aiming at reducing patients’ waiting
time, is always a hot topic and attracts much attention in operation
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research, computer science and urban computing. Existing work on
improving ambulance dispatch efficiency can be categorized into
three methods, i.e., nearest dispatching [18, 23], center re-building
[2, 4, 7] and smooth routing planning [6, 8, 15]. However, these
methods either require large budget or are too fixed to meet the
dynamic changing of the real-time environment.

In this paper, we adapt the multi-agent reinforcement learning
framework, where each ambulance is considered as one agent and
they cooperate and to reduce the overall waiting time of patients.
We propose to partition the whole map by rectangles into grids, and
agent action is defined as the grid it goes to. We regard ambulances
belonging to the same ambulance center as homogeneous. These
homogeneous ambulances share the same policy, meaning we only
need to design one policy for each ambulance center instead of
each ambulance.

To better represent the environment, we incorporate the distri-
bution of available ambulance, ambulance request and waiting time
to the state representation. To guide and inspire the training of
reinforcement learning, we incorporate the request waiting time
and the time cost of the delivery into reward function. We design a
simulator to provide the interactive environment. In this simulator,
we can control ambulance status, generate requests and interact
with reinforcement learning agents. The simulator is controlled
by probabilistic models, and we calibrate its parameters with the
real-world data.

To summarize, in this paper, we propose to solve the ambu-
lance dispatch problem with a multi-agent reinforcement learning
framework. Specifically, our contributions are as follows: (1) We
formulate the ambulance dispatch problem into a reinforcement
learning framework. (2) We propose a Multi-Agent Q-Network
with Experience Replay (MAQR) method to solve the reformulated
problem. (3) We design a probabilistic model based simulator to
interact and evaluate the proposed reinforcement learning methods.
(4) We conduct extensive experiments to demonstrate the enhanced
performances of our proposed method.

2 PROPOSED METHOD
2.1 Definitions

In this paper, we study the problem of ambulance allocation, with
the goal of improving the ambulance dispatch efficiency through
optimized allocation strategy so as to reduce patients’ waiting time.
To better formulate the problem, we partition the whole city into
Ng grids by rectangles and the whole day into time windows by 5
minutes [12]. In each time window, ambulance requests arise from
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grids and answered by each ambulance center. The goal is to design
a strategy to decide how many ambulances should the centers send
to each grid in each time window, so that the overall waiting time
of requests would be minimized. We propose to use reinforcement
learning framework to tackle this problem. We define the agent,
state, action and reward as follows.

Agent. We consider the multi-agent case, where an available
ambulance is regarded as one agent and ambulances belonging to
the same center are considered as homogeneous agents that share
the same allocation strategy.

State. The global state shared by all the agents s; at time ¢, is de-
fined based on the spatio-temporal distribution of the ambulances
and requests. The state consists of three components, i.e., avail-
able ambulance distribution, ambulance request distribution, and
waiting time distribution.

Action. For each agent, the action is defined by which grid it
can go to. Since there are Ng grids, the action space contains Ng
actions. We define action ai ={klk=1,2,..,Ng} and ai = k means
the agent i would go to the k-th grid at time ¢.

Reward. we define the reward function of agent i which goes
to the k-th grid at time ¢ by three factors, i.e., the request number
in the k-th grid my ;, the sum of waiting time over all requests in
the k-th grid wy ;, and the time cost to make a round trip, T]i. The
reward function is defined as:

rg =hy*my; +hy % Wi+ h3 * Tli (1)
where hi, hy, hs are weights for the factors.

2.2 DON for Ambulance Dispatch

In the multi-agent reinforcement learning scenario, the state tran-
sitions and reward of an individual agent are affected by the joint
actions with all other agents instead of merely by its own actions.
Accordingly, the action value function of one agent should con-
sider interactions with other agents. Since the computation burden
of multi-agent reinforcement learning is heavy, in this paper, we
adopt the shared environment (represented by the global state s;)
as the only factor involving interaction between agents [20]. To
be more explicit, every agent tries to maximize its own discounted

accumulated reward E[ 37 vk r; ], Where y is the discount factor

and r;+ « is the reward for agent i at time ¢ +k. r§+k is highly related
with the environment, and the action of each agent ai changes
the environment. By this way, interactions between agents can be
reflected on the action reward function by sharing the same global
state s;.

We adopt deep Q-Network (DQN) to learn the action reward
function. For agent i, the Q-Network parameters are learned by

optimizing the Bellman Equation:
Q(ss, ai, Qi) = rlf+1 +y maxaiHQ(sH.l, a;H, Hi_) (2)

where y denotes the discount factor, #' denotes parameters of
Q-Network, and #~ denotes parameters of target network. 6%~
synchronizes with 6% every C steps and keeps fixed in other update
intervals [13].
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Intuitively, we need to maintain N, Q-Network for N, agents.
Since the agents belonging to the same center are consider as ho-
mogeneous, these agents can share the same Q-Network:

Q(st, al, %) = Q(s, al, 67) (3)

where agent i is affiliated to center j. Thus we reduce the number
of independent Q-Networks from N, to N,.

However, in some cases, there are relatively many ambulance
centers, making N, big and the computation burden still heavy.
Therefore, we furthermore integrate the N Q-networks into one
Q-Network, and agents are distinguished by their IDs [25]. Then
We have the new Bellman Equation,

Q(sr, a7, 0) = ryyy +y maxy Qlsrsap,,07) (&)

2.3 Simulator Design

It is internally required by reinforcement learning to have an inter-
active environment in the process of training and testing. The most
straightforward way is to deploy the algorithm in the real world and
do training and testing thereafter. However, in most cases it is not
realistic to implement the algorithm directly on real-world platform
due to the cost on budget and risk on safety. One alternative way
is to build a simulator which models the real-world environment
[10, 22]. Basically, we design a simulator to realize the following
three functions:

1) Ambulance status control. Considering on the current state
of motion, the status of one ambulance would be updated
as ‘online’, ‘on-service’, ‘off-service’ at each time window.
And also, when the status is ‘online’ and the ambulance
is available, it could switch to ’off-line’ with a probability
learned from the real data. Similarly, ’off-line’ ambulance
can also switch to ’on-line’ with probability.

2) Request generation. We have two ways to generate ‘real’
requests. One way is to compress all the real requests (from
361 days) into one day and then get sample ‘real * sample by
binomial distribution with probability p = 1/361, and it is
the default way in the experiment unless specified. The other
way is to suppose the request generation as a Poisson process,
derive its parameter by maximum likelihood function (MLE),
and generate requests using this model.

3) Interaction with agents. With allocation policies, the agents
would take optimized actions. After each action, the state
of the environment (i.e., ambulance distribution, request
distribution and waiting time distribution) would change.
The simulator keep the state updated at each time window
and calculate the reward for each action.

We use the real-world data to calibrate the simulator. We evaluate
the effectiveness of the simulator by comparing the difference of
request numbers over time.

3 EXPERIMENTAL RESULTS

We provide an empirical evaluation on the performance of the
proposed method with the simulator calibrated by real-world data.
Table 1 shows the statistics of the dataset.
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Table 1: Overview of the Dataset

. Ambulances
Time Range Records No. | Center No. | Status No.
06/05/2016-
05/31/2017 18,355,733 139 19 20

3.1 Baseline algorithms and Evaluation Metrics

We compare the proposed method with the following baseline al-
gorithms: random allocation (RA) which randomly chooses one
available ambulance to answer the request, location-based alloca-
tion (LBA) which assigns the ambulances to their nearest request,
time-based allocation (TBA) which assigns the ambulances to re-
quests with longer waiting time, request-based allocation (RBA)
which assigns ambulances to the grids with more requests, and
multi-agent deep Q-Network (MAQ), which is the raw DQN algo-
rithms without the experience replay technology.

We evaluate the algorithms’ performance by two metrics, i.e.,
Normalized overall waiting time (NOW Time) and normalized
request answer rate (NRAR). In NOW Time, we summarize the
waiting time of all of the unanswered requests and then do normal-
ization. In NRAR, we divide the number of answered requests by
the number of overall requests, and then do normalization.

3.2 Overall performance comparison

We firstly compare MAQR with baselines on the entire city over
a time period of 1 day. As Table 2 shows, comparing with base-
line algorithms, MAQR can improve the allocation efficiency to a
certain extent. Among baselines, the Time-Based Allocation (TBA)
has the best performance on NOW Time. This is because TBA is
time-oriented thus it is the most direct allocation strategy towards
waiting time. Similarly, RBA has the best performance on Normal-
ized Request Answer Rate (NRAR) due to its focus on the grid’s
unanswered request number. The Multi-Agent Deep Q-Network
(MAQ) has significant advantage over aforementioned baseline al-
gorithms because it takes more factors into consideration thus can
better optimize the allocation. With the assistance of experience
replay, the performance of MAQR is boosted comparing with the
raw MAQ.

Table 2: Overall performance comparison

NOW Time NRAR
RA 100.00 + 3.41 80.64% + 1.29%
LBA 95.36 + 2.79 84.32% + 1.37%
TBA 90.97 + 2.38 87.39% + 1.65%
RBA 96.62 + 2.71 88.30% + 2.17%
MAQ 88.27 £ 1.59 92.76% + 1.54%
MAQR 85.02 + 1.45 93.34% + 1.43%

3.3 Robustness Check

We apply the learned MAQR policy to different grids and time
windows, to test the robustness of our method with variances in
spatial and temporal views.
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Figure 1: Spatial Robustness Check

As Figure 1 shows, besides the entire city, we choose two repre-
sentatives of free area and busy area. The performance in free area
is better than in the entire city, while performance in busy area is
relatively worse. In free area, the demand of ambulance is low, and
thus patients’ waiting time is short and the request answer rate
is high. Additionally, the traffic in free area is usually uncrowded
which also improves the delivery efficiency. For busy area, the con-
ditions are opposite thus the performance is worse. However, we
emphasize that in all cases, our proposed algorithm MAQR still
outperforms other baseline algorithms, and it has relatively good
performance even in busy area.

o
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Figure 2: Temporal Robustness Check

As Figure 2 shows, besides the entire day, we choose two rep-
resentatives of free time and busy time. The performance at free
time is better than the entire day, while performance at busy time
is relatively worse. At free time, the demand of ambulance is low,
and thus patients’ waiting time is short and the request answer rate
is high. Additionally, the traffic at busy time is usually uncrowded
which also improves the delivery efficiency. For busy time, the con-
ditions are opposite thus the performance is worse. However, we
emphasize that in all cases, our proposed algorithm MAQR still
outperforms other baseline algorithms, and it has relatively good
performance even at busy time.

4 RELATED WORK

Related work can be grouped into two categories: work studies
ambulance dispatch problem and work studies application of rein-
forcement learning.

4.1 Ambulance Dispatch Management

In the literature, a lot of methods have been proposed to deal with
ambulance allocation issues. Most of existing work focused on the
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routing optimization [3, 14] and design predefined strategies to
improve the management efficiency [6, 15, 17]. For example, Hayes
et al. studied the complexity of ambulance command and control
by observing and interviewing fourteen ambulance dispatchers
and then formulated decision strategies utilized by the dispatch-
ers when working in the communication centers [8]. Alessandrini
et al. evaluated the exposure—response relationship of ambulance
dispatch data in association with biometeorological conditions us-
ing time series techniques [1]. Barneveld et al. studied models for
relocation actions for idle ambulances that incorporate different
performance measures related to the response times [21].

4.2 Reinforcement Learning

In multi-agent problems, the major challenge is to coordinate the
action choices of different agents. Tampuu et al. extended the Deep
Q-Learning framework to multi-agent environments to investigate
the interaction between two learning agents [20]. Stankovic et al.
proposed new algorithms for multi-agent distributed iterative value
function approximation where the agents are allowed to have dif-
ferent behavior policies while evaluating the response to a single
target policy. [19] Liao et al. proposed Multi-objective Optimization
by Reinforcement Learning (MORL) to solve the optimal power
system dispatch and voltage stability problem, which is undertaken
on individual dimension in a high-dimensional space via a path
selected by an estimated path value which represents the potential
of finding a better solution [9] . Liu et al. reformulated the fea-
ture selection problem into a multi-agent reinforcement learning
framework where the selection of each feature is controlled by
its corresponding feature agent [5, 11]. Yang et al. developed deep
reinforcement learning algorithms which could handle large scale
agents with effective communication protocol [16, 24]. Lin et al.
proposed to tackle the large-scale fleet management problem us-
ing reinforcement learning, and proposed a contextual multi-agent
reinforcement learning framework which successfully tackled the
taxi fleet management problem [10].

5 CONCLUSION REMARKS

In this paper, we study the problem of ambulance allocation. We
present a multi-agent reinforcement learning framework to obtain
an optimized allocation policy with the goal of minimizing the
patients’ waiting time. We consider each ambulance as an indepen-
dent agent and their actions are stimulated by the well-designed
reward function. We design a simulator to model the request gener-
ation, ambulance status and delivery process. With this simulator,
we deploy and evaluate our multi-agent deep Q-Network. The ex-
perimental results show the proposed framework can effectively
improve the ambulance delivery efficiency.
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