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 Why using transform?
 Make analysis easier

 Two transforms for probability
 Non-negative integer r.v. (discrete r.v.)

 Z-transform (or called probability generating 
function (pgf))

 Non-negative, real valued r.v. (continuous r.v.)
 Laplace transform (LT)
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Z-transform

 Definition:
 GX(Z) is Z-transform for r.v. X

 Example:
 X is geometric r.v.,  pk = (1-p)pk

For pz<1



4

 Poisson distr., pk = ¸ke-¸/k!
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Benefit

 Thus

 Convolution: X, Y independent with Z-
transforms GX(z) and GY(z), Let U=X+Y



6

Solution of M/M/1 Using Transform

 Multiplying by zi, using  ½ =¸/¹, and summing over i

)
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E[N] =
dGN(z)

dz
jz=1

=
1¡ ½

(1¡ ½z)2
½jz=1

=
½

1¡ ½
=

1

¹¡ ¸
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Laplace Transform
 R.v. X has pdf fX(x)

 X is non-negative, real value
 The LT of X is:
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Example
 X: exp. Distr.   fX(x)=¸ e-¸ x

 Moments:
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Convolution
 X1, X2, , Xn are independent rvs with

 If Y=X1+X2++Xn

 If Y is n-th Erlang, 

F ¤X1
(s); F ¤X2

(s); ¢ ¢ ¢ ; F ¤Xn
(s)

F ¤Y (s) = F ¤X1
(s) ¢ F ¤X2

(s) ¢ ¢ ¢F ¤Xn
(s)

F ¤Y (s) = (
¸

¸+ s
)n
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Z-transform and LT
 X1, X2, , XN are i.i.d. r.v with LT
 N is r.v. with pgf GN(z) 
 Y= X1+X2 ++XN

 If Xi is discrete r.v. with GX(Z), then

F ¤X(s)

GY (z) = GN(GX(z))
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